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Abstract
In this work we deal with the numerical solution of the fluid-structure interaction problem arising in the haemody-
namic environment. In particular, we consider BDF time discretization schemes, and we study different methods
for the treatment of the fluid-structure interface position, focusing on partitioned algorithms. We consider explicit
and implicit algorithms, and new hybrid methods. We study numerically the performances and the accuracy of these
schemes, highlighting the best solutions for haemodynamicapplications.
Keywords: Fluid-structure interaction, blood flow, BDF schemes, partitioned schemes.

Introduction
Building efficient strategies for the solution of the fluid-

structure interaction (FSI) problem is a major issue incom-
putational haemodynamics. In particular here we are inter-
ested in the FSI problem arising by the interaction between
the blood flow and the vessel wall deformation (see, e.g.,
[2, 5, 11, 13, 24, 26]). The main difficulties related to the
numerical solution of the FSI problem are:(i) the treat-
ment of theinterface position, since the fluid domain is an
unknown of the problem (geometrical non-linearity); (ii)
the treatment of theinterface continuity conditions, which
enforce continuity of velocities and normal stresses be-
tween fluid and structure;(iii) the fact that the subprob-
lems could be non-linear (physical non-linearities). These
features make the FSI problem a strongly non-linear cou-
pled problem, as there is a substantial amount of energy ex-
changed between fluid and structure in each cardiac beat.
This non-linear behaviour is essentially related to points
(i) and(ii) above. Therefore, in this work we focus mainly
on these two points. Regarding the third point, we con-
sider just the fluid non-linearity due to the convective term
in the Navier-Stokes equations, and we consider a linear
structure.

Concerning the first point, we can mainly detect two
strategies: animplicit treatmentof the interface position or
anexplicit treatment, thanks to extrapolations of the solu-

tion at previous time steps.
After a suitable linearization of the physical non-

linearities, whichever of the two strategies is adopted for
the treatment of the interface position (implicit or explicit),
one has to deal with alinearizedFSI problem (in the sense
that we have eliminated the geometrical and physical non-
linearities). However, this problem is still coupled through
the interface continuity conditions. For the solution of this
linearized FSI problem we consider partitioned schemes,
where one solves the fluid and structure subproblems in an
iterative framework, until fulfillment of the interface con-
tinuity conditions (see, e.g., [2, 6, 8, 14, 25]).

The goal of this work is to compare the accuracy and
performances of different treatments of the FS interface
position, when partitioned procedures are considered for
the enforcement of the continuity conditions. To this aim,
we consider an application of such schemes to a patient-
specific case.

The continuous FSI problem
Let us consider an open domainΩt

f ⊂ R
3 like the one

represented in Figure 1 (on the left). This represents the lu-
men of a vessel and it is function of timet. Inflow and out-
flow sections are denoted byΣt

f,i (three in Figure 1). Blood
velocity is denoted byuf (x, t), the pressure bypf (x, t).
The incompressible Navier-Stokes equations for a Newto-
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Figure 1 Representation of the domain of the FSI problem:
fluid domain on the left, structure domain on the right.

nian fluid are assumed to hold inΩt
f . LetT f be the related

Cauchy stress tensor defined by

T f (uf , pf ) := −pfI + µ(∇uf + (∇uf )T ).

Since we work in a moving domain, the fluid problem is
stated in anArbitrary Lagrangian-Eulerian(ALE) frame-
work (see e.g. [9, 18]). The ALE mapA is defined by an
appropriate lifting of the structure displacement at the FS
interfaceΣt, and defines the displacement of the points of
the fluid domainηm and their velocityum. For any func-
tion v living in the current fluid configuration, we denote
by ṽ := v◦A its counterpart in the reference configuration.
A classical choice in haemodynamic applications to define
the ALE map is to consider a harmonic extension operator
in the reference domain (see, e.g., [21]).

The vessel wall is denoted byΩt
s, which is an open

subset ofR3 (see Figure 1, right). The intersection ofΩt
s

andΩt
f is empty, andΣt := Ω̄t

s ∪ Ω̄t
f is the FS interface.

On Σt we define a normal unit vectorn poiting outward
of the solid domain and inward to the fluid domain. The
inflow/outflow sections (three in Figure 1) are denoted by
Σt

s,i. With Σt
out we denote the external surface of the struc-

ture domain. We denote byηs(x, t) the wall displacement.
We assume that the solid is a linear elastic material, char-
acterized by the following Piola-Kirchhoff stress tensor

T̃ s =
E

2(1 + ν)
ǫ(η̃s) +

Eν

(1 + ν)(1 − 2ν)
tr(ǫ(η̃s)) I,

whereǫ(η) := (∇η+(∇η)T )
2 , E is the Young modulus, and

ν is the Poisson ratio. To describe the structure kinemat-
ics we adopt a purely Lagrangian approach, whereL is the
Lagrangian map. For any functiong defined in the cur-
rent solid configurationΩt

s, we denote bỹg := g ◦ L its
counterpart in the reference domain.

The strong formulation of the FSI problem, including
the computation of the ALE map, reads therefore as fol-
lows

1. Fluid-Structure problem. Given the (unknown) fluid
domain velocityum and fluid domainΩt

f , find, at

each timet ∈ (0, T ], fluid velocity uf , pressurepf

and structure displacementηs such that





ρf
DAuf

Dt
+ ρf ((uf − um) · ∇)uf

−∇ · T f (uf , pf ) = ff in Ωt
f ,

∇ · uf = 0 in Ωt
f ,

ρs
∂2η̃s

∂t2
−∇ · T̃ s(η̃s) = f̃s in Ω0

s,

uf =
∂ηs

∂t
on Σt,

T s(ηs)n − T f (uf , pf )n = 0 on Σt,

αeη̃s + T̃ s(η̃s) ñ = Pextñ, on Σ0
out,

(1)

whereDA/Dt is the ALE time derivative,ρf andρs

are the fluid and structure densities,µ is the constant
blood viscosity,ff andfs the forcing terms;

2. Geometry problem. Given the (unknown) interface
structure displacement̃ηs|Σ0 , find the displacement
of the points of the fluid domainηm such that

{
−△η̃m = 0 on Ω0

f ,

η̃m = η̃s on Σ0,
(2)

and then find accordingly the fluid domain velocity
ũm := ∂eηm

∂t , and the new pointsxt
f of the fluid do-

main by moving the pointsx0
f of the reference do-

mainΩ0
f :

xt
f = x0

f + η̃m.

The two matching conditions enforced at the interface
are thecontinuity of velocities(1)4 and thecontinuity of
normal stresses(1)5 . The fluid and structure are also cou-
pled by the geometry problem, leading to a highly nonlin-
ear system of partial differential equations. Equations (1)
and (2) have to be endowed with suitable boundary con-
ditions onΩt

f \ Σt andΩ0
s \ (Σ0 ∪ Σ0

out), and with suit-
able initial conditions. We prescribe the Robin boundary
condition (1)6 onΣ0

out, with the aim of modeling the pres-
ence of a surrounding tissue around the vessel. This choice
corresponds to consider an elastic behaviour of this tis-
sue, whereαe is the corresponding elastic coefficient (see
[19, 20]).

Time discretization of the FSI problem
Let ∆t be the time discretization parameter andtn :=

n∆t, n = 0, 1, . . .. For a generic functionz, with zn we
denote the approximation ofz(tn). In this work we con-
siderBackward Differentiation Formulae(BDF) schemes
(see [16, 17]). We propose in what follows the discrete-in-
time formulation of the time discrete problem (1)-(2).

1. Fluid-Structure problem. Given the (unknown) fluid
domain velocityun+1

m and the fluid domainΩn+1
f ,

the parametersβf,i(i = 0, . . . , p), χf , βs,i(i =
0, . . . , p), σs, ζs, ξs,i(i = 0, . . . , p + 1), χs, κs,
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the solution at previous time steps, and functions
fn+1

f , fn+1
s andPext, find fluid velocityun+1

f , pres-

surepn+1
f and structure displacementηn+1

s such that
[22]





ρf
βf,0

∆t
un+1

f

+ρf ((un+1
f − un+1

m ) · ∇)un+1
f

−∇ · T n+1
f = fn+1

f + ρffn+1
f,W in Ωn+1

f ,

∇ · un+1
f = 0 in Ωn+1

f ,

ρs
ξs,0

∆t2
η̃

n+1
s −∇ · T̃

n+1

s (η̃n+1
s )

= f̃
n+1

s + ρsf̃
n+1

s,W in Ω0
s,

un+1
f = un+1

s on Σn+1,

T n+1
s (ηn+1

s )n

−T n+1
f (un+1

f , pn+1
f )n = 0 on Σn+1,

αeη̃
n+1
s + T̃

n+1

s (η̃n+1
s ) ñ = Pextñ on Σ0

out,

(3)

where

fn+1
s,U :=

p∑

i=1

βs,i

∆t
ηn+1−i

s ,

fn+1
s,W :=

p+1∑

i=1

ξs,i

∆t2
ηn+1−i

s ,

fn+1
f,W :=

p∑

i=1

βf,i

∆t
un+1−i

f ,

are the forcing terms coming from the time discretiza-
tion. In problem (3) we have also introduced the
structure velocityun

s :=
βs,0

∆t ηn
s − fn

s,U , the struc-

ture accelerationwn
s :=

ξs,0

∆t2 ηn
s −fn

s,W , and the fluid

accelerationwn
f :=

βf,0

∆t un
f − fn

f,W .

2. Geometry problem. Given the (unknown) interface
structure displacement̃η

n+1
s |Σ0 , solve a harmonic ex-

tension problem

{
−△η̃

n+1
m = 0 in Ω0

f ,

η̃
n+1
m = η̃

n+1
s on Σ0,

(4)

and then find accordingly the discrete fluid domain veloc-
ity

ũ
n+1
m :=

βs,0

∆t
η̃

n+1
m − f̃

n+1

m,U , (5)

and the pointsxn+1
f of the new fluid domain byxn+1

f =

x0
f + η̃

n+1
m . Here f̃

n+1

m,U , w̃
n+1
m and f̃

n+1

m,W (the last two

quantities are needed for the computation off̃
n+1

m,U ) are ob-
tained using the same formulae as forfs,U , ws andfs,W .
Observe that (4)2 guarantees that the displacement of the
fluid interface coincides with that of the structure (geo-
metrical conformity), whereas (5) guarantees that also the
mesh and structure velocities coincide at the FS interface.

A Lagrange multipliers-based formulation
In order to introduce suitable algorithms for the numer-

ical solution of (3) and (4), we consider here an equiv-
alent formulation based on the introduction of three La-
grange multipliers living at the FS interface, representing
the fluid and structure normal stressesλf andλs, and the
normal derivative of the fluid mesh displacementλm (see
[22]). These new unknowns are introduced just to simplify
the expression of the three interface continuity conditions
(3)4−5 and (4)2, and the derivation of the partitioned al-
gorithms. However, we have not introduced them in our
practical implementation of the algorithms to avoid extra
costs.

We start by introducing some new notations. For the
sake of notation we remove the temporal indexn+1. Given
a spaceW , we denote withW ∗ its dual, withΣD

f andΣD
m

we denote the parts of the boundary∂Ωf \Σ where Dirich-
let boundary conditions are prescribed for the fluid sub-
problem and for the harmonic extension problem, respec-
tively, and withΣD,0

s the part of∂Ω0
s \ Σ0 where Dirich-

let conditions are prescribed for the structure subproblem.
Then, we define the following spaces

Vf := {v ∈ H1(Ωf ) : v|ΣD
f

= 0}, Q := L2(Ωf ),

Vs := {v ∈ H1(Ω0
s) : v|ΣD,0

s
= 0},

Vm := {v ∈ H1(Ω0
f ) : v|ΣD,0

m
= 0}.

LetF : [Vf ]3×Q× [Vm]3 → ([Vf ]3×Q)∗ be the fluid op-
erator andGf be the operator related to the right hand side
of the fluid equations. Analogously, for the structure sub-
problem we introduce the operatorS : [Vs]

3 → ([Vs]
3)∗

andGs. Finally, for the harmonic extension, we introduce
the operatorH : [Vm]3 → ([Vm]3)∗. For the definitions of
the above operators, we refer the reader to [22]. We also
define the following trace operators

γ̃f : [Vf ]3 → [H1/2(Σ0)]3, γ̃fv := ṽ|Σ0 ,
γ̃s : [Vs]

3 → [H1/2(Σ0)]3, γ̃sµ̃ := µ̃|Σ0 ,
γ̃m : [Vm]3 → [H1/2(Σ0)]3, γ̃mz̃ := z̃|Σ0 ,

(6)

and the related adjoint operators.
We are now ready to rewrite problem (3)-(4) as follows





H(η̃m) + γ̃∗
mλ̃m = 0 in ([Vm]3)∗,

γ̃mη̃m = γ̃sη̃s on Σ0,

F(uf , pf ,um) + γ̃∗
f λ̃f = Gf in ([Vf ]3)∗,

αf γ̃fuf + λ̃f

= αf γ̃s

(
βs,0

∆t η̃s − f̃s,U

)
− λ̃s on Σ0,

αsγ̃s
βs,0

∆t η̃s + λ̃s

= αsγ̃fuf − λ̃f + αsγ̃sf̃s,U on Σ0,

S(η̃s) + γ̃∗
s λ̃s = Gs in ([Vs]

3)∗,

(7)

where the interface continuity conditions (7)4−5 are lin-
ear combinations of conditions (3)4−5, through the intro-
duction of two functions inL∞(Σ0), αf 6= αs. This will
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be useful to derive partitioned procedures based on Robin
interface conditions (Robin-Robin (RR) schemes, see [1–
3, 15]). This approach has good convergence properties,
independent of the added-mass effect (which is very high
in haemodynamic contexts, see [6]) when the parameters
αf andαs are suitably chosen, as shown in [2, 15].

In [22] it has been shown that the Lagrange multiplier
λf andλs have the physical meaning of the fluid and struc-
ture normal stress at the FS interfacein the reference con-
figuration.

Numerical algorithms
For the solution of the FSI problem (7), we propose to

use a general preconditioned Richardson method

F̂ (yk) δyk+1 = −F (yk), (8)

where yk denotes the FSI solution

[η̃k
m, λ̃

k

m,vk
f , λ̃

k

f , λ̃
k

s , η̃k
s ] at the generic subiteration

k, with vf := (uf , pf ), δyk+1 is the increment of the
FSI solution at the new iterationk + 1 with respect toyk,
F (y) = 0 corresponds to problem (7), and̂F is a suitable
preconditioner.

In this work, we consider quasi-Newton methods. In
particular, we consider the following approximation of the
exact jacobian [22]

F̂ =




H γ̃∗
m

γ̃m −γ̃s

∇̂vf
F γ̃∗

f

αf γ̃f I I −αf
βs,0

∆t γ̃s

−αsγ̃f I I αs
βs,0

∆t γ̃s

γ̃∗
s S




,

where∇̂vf
F is obtained from∇vf

F by skipping the term
(δuf ·∇)uf [22]. Moreover, we do not consider the shape
derivatives∇um

F . This leads to the Oseen approximation
of the Navier-Stokes problem obtained by using as convec-
tive term previous solutionsuf andum.

We are ready now to derive from̂F another precondi-
tioner, leading to suitable algorithms for the numerical so-
lution of (7). Since the structure is linear, we report these
algorithms in non-incremental form.

Double-loop algorithm

We consider the followingtwo block Gauss-Seidelprecon-
ditioner

ĴDL =




H γ̃∗
m

γ̃m

∇̂vf
F γ̃∗

f

αf γ̃f I I −αf
βs,0

∆t γ̃s

−αsγ̃f I I αs
βs,0

∆t γ̃s

γ̃∗
s S




,

which corresponds to the sequential solution of the har-
monic extension and of a linearized FSI problem. For the

solution of the latter, since we are interested in partitioned
algorithms, we use the following preconditioner (see [2])

P̂RR =




∇̂vf
F γ̃∗

f

αf γ̃f I

−αsγ̃f I I αs
βs,0

∆t γ̃s

γ̃∗
s S


 .

This corresponds to consider two nested loops, an external
one for the treatment of the interface position through a
fixed-point (quasi-Newton) scheme, and an internal one
for the treatment of the interface continuity conditions
through the RR scheme. In particular, we have the
following algorithm:

Given the solution at iterationk, solve at the current
iterationk + 1 until convergence (we omit the superscript
k+1)

1. The harmonic extension
{

−△η̃m = 0 in Ω0
f ,

γ̃m η̃m = γ̃s η̃
k
s on Σ0,

obtaining the new fluid domainΩf and the fluid do-
main velocityum.

2. The linearized FSI problem. In particular, given the
solution at subiterationl−1, solve at the current subit-
erationl until convergence

(a) The fluid subproblem with a Robin condition at
the FS interface





ρf
βf,0

∆t
uf,l + ρf ((uk

f − um) · ∇)uf,l

−∇ · T f,l = ff + ρfff,W in Ωf ,
∇ · uf,l = 0 in Ωf ,
αf γf uf,l + T f,l

= αfγs

(
βs,0

∆t ηs,l−1 − fs,U

)
+ T s,l−1 on Σ;

(b) The structure subproblem with a Robin condi-
tion at the FS interface





ρs
ξs,0

∆t2
η̃s,l −∇ · T s,l = f̃s + ρsf̃s,W in Ω0

s,

αs
βs,0

∆t
γ̃s η̃s,l − T̃ s,l

= αsγ̃f ũf,l − T̃ f,lñ + αsγ̃sf̃s,U on Σ0.

The use of two different loops for the geometri-
cal/physical non-linearities and for the imposition of the
interface continuity conditions makes this scheme more ro-
bust with respect to the use of just a single loop, as shown
in [22].

Inexact solutions

In order to improve the performances of Double-loop
scheme in terms of CPU time, we report here a family of
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algorithms drawn from theDouble-loopscheme and in-
troduced in [22]. In particular, we consider thegeometri-
cal and convective inexact schemes-m(GCIS-m), obtained
from Double-loop by performing at mostm iterations in
the external loop, We observe that with GCIS-1 we per-
form just one external iteration, that is we solve a lin-
earized FSI problem in a known domain (see [4, 7, 10, 23]).

Numerical results
We consider here an application of previous schemes to

a real geometry of a patient, namely the human carotid de-
picted in Figure 2, right. In particular, we want to compare
the accuracy of GCIS-1 and GCIS-2 schemes with respect
to Double-loop scheme when BDF2 or BDF3 are used for
the time discretization of fluid and structure. For GCIS-1
we use a suitable extrapolation of the interface quantities
and fluid convective term of order 2 (resp. of order 3) when
using BDF2 (resp. BDF3) schemes, in order to recover a
global order 2 (resp. 3) as shown in [22]. For GCIS-2 such
extrapolation is not necessary to recover order 2 (resp. 3)
[22]. The comparison of such schemes when BDF1 dis-
cretizations are considered has been already done in [22],
highlighting the good accuracy of the inexact schemes.

We useP1bubble − P1 finite elements for the fluid
subproblem andP1 finite elements for the structure
subproblem, and the following data: viscosityµ =
0.03 dyne/cm2, fluid densityρf = 1 g/cm3, structure
density ρs = 1.2 g/cm3, Young modulusE = 3 ·
106 dyne/cm2, Poisson ratioν = 0.45, time discretiza-
tion parameter∆t = 0.001 s, and elastic coefficient of the
surrounding tissueαe = 3 · 106 dyne/cm2. This value has
been extracted by the experimental results reported in [19]
and allows to recover a pressure in the physiological range.

For the prescription of the interface continuity condi-
tions, in all the simulations we have considered the RR
scheme, with the optimal coefficients proposed in [15] and
adapted to different temporal schemes in [22].

The results have been obtained with the parallel Finite
Element libraryLIFEV developed at MOX - Politecnico
di Milano, INRIA - Paris, CMCS - EPF of Lausanne and
Emory University - Atlanta.

For the harmonic extension and for the structure, we
prescribe at the artificial sections normal homogeneous
Dirichlet conditions and tangential homogeneous Neu-
mann conditions, that is we let the domain to move freely
in the tangential direction. At the inlet we prescribe the
physiological flow-rate depicted in Figure 2, left, through
the Lagrange multipliers method [12, 27]. At the outlet,
we propose to use the following absorbing boundary con-
dition, obtained by following [22, 23]:

1

|Γ|

∫

Γ

(T f n)·n dσ−Re

∫

Γn

u·n dσ = Pext on Γ, (9)

where Re =
√

ρf τ

2
√

π
1

A
3/4

0

, τ := EHs
√

π
(1−ν2)R2 , with Hs

the structure thickness andR a reference radius. We set
Pext = 0mmHg.

Figure 2 Flow rate waveform prescribed at the inlet of the
carotid (left) and fluid domain (right).

We run the simulations on 15 processors for the solu-
tion of the fluid problem and on 1 processor for the struc-
ture.

We consider four different sections of the domain
showed in Figure 2, right. The sectionΣ1 is located at
0.05cm from the inlet,Σ2 at 2cm, Σ3 at 0.01cm from the
internal carotid outlet andΣ4 at 0.2cm from the external
carotid outlet. For these sections we report, in Figure 3,
the flow rate (up) and the mean pressure (bottom) obtained
with Double-loop/BDF2. We observe that the flow rate is
higher in the internal carotid, as expected since this is the
branch which brings the blood to the brain. The pressure
varies in the range70− 120mmHg, which corresponds to
a typical pressure drop in physiological conditions.
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Figure 3 Flow rate (in cm3/s, up) and mean pressure (in
mmHg, bottom) at different sections.

In Figure 4 we report the wall shear stress (WSS) and
the fluid velocity at the peak instant, obtained with Double
loop/BDF2. The results obtained with GCIS-1 and GCIS-2
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Figure 4 Fluid velocity field (left) and wall shear stress
(right) at the peak instant.

and with BDF3 are very similar to those reported in Figure
4, so that we do not report them here. In order to quantify
the differences, we define the following percentage error
with respect to Double-loop solution

Ex =
‖xDL − x∗‖L∞(Ωt)

‖xDL‖L∞(Ωt)
× 100, (10)

wherex represents one of the quantities WSS, fluid veloc-
ity, fluid pressure and solid displacement,DL stands for
Double-loop and∗ for one of the other scheme. Of course,
the errors of GCIS-1 and GCIS-2 obtained by using BDFq
schemes,q = 2, 3, are computed with respect to the Dou-
ble Loop solution obtained with BDFq schemes. In Table
1 we report these errors at the peak instant. We observe

EWSS Eηs
Euf

Epf

GCIS-1/BDF2 0.37 0.29 0.14 0.15
GCIS-2/BDF2 0.047 0.004 0.005 0.002
GCIS-1/BDF3 5.42 5.22 5.24 5.83
GCIS-2/BDF3 0.29 0.03 0.07 0.08

Table 1 Percentage error of GCIS-1 and GCIS-2 with respect
to the Double-loop solution for BDF2 and BDF3.
Computation done with (10)at the peak instant.

a quite good accuracy when using BDF2 schemes, expe-
cially for GCIS-2. Viceversa, relative errors obtained with
BDF3 are more than one order of magnitude greater than
those obtained with BDF2. In this case, the accuracy of
GCIS-1 seems to be not good.

In Table 2 we report the CPU time normalized with re-
spect to that of Double-loop scheme for BDF2 and BDF3.
We observe that Double-loop is about 3 times more expen-

BDF2 BDF3
GCIS-1 0.31 0.32
GCIS-2 0.46 0.47

Table 2 CPU time normalized with respect to that of
Double-loop scheme for BDF2 and BDF3

sive than GCIS-1 and more than 2 times more expensive
than GCIS-2, and that the normalized CPU time seems to
be independent of the temporal scheme.

In conclusion, we can state that GCIS-2 scheme is
an effective algorithm for the solution of real haemody-
namic problems for second and third order accurate tem-
poral schemes. Indeed, it features a good accuracy with
respect to the solution obtained with Double-loop, used
here as gold-standard, and a satisfactory improvement in
the CPU time (halving the time with respect to Double-
loop). These results confirms the nice features of GCIS-2
scheme for real applications highlighted in [22] for a first
order temporal scheme.
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