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Abstract

A preliminary study of a supersonic air plasma jet producedin the VKI Plasmatron facility is presented. Plasma
flow regimes corresponding to underexpanded and highly underexpanded situations are investigated by means of
high speed camera imaging. Plasma characterization is performed using Optical Emission Spectroscopy (OES)
technique. Several diagnostics allowing to evidence possible departure from thermodynamic equilibrium are
presented. OES is performed on both molecular and atomic radiative contribution at the exit of the sonic throat
of the convergent nozzle in the first expansion zone. Additionally to the investigation on supersonic air plasma
jet, atmospheric pressure plasma jet produced in the Microwave Plasma Torch (MPT) facility is investigated.
Using forwarded and reflected microwave power monitoring, electrical characterization of the torch is performed.
Simultaneously, comprehensive characterization of the flow by means of high speed imaging evidences the effect
of the oscillation of the delivered power on the plasma jet unsteadiness. Basic OES is performed to obtain air, N2

and CO2 typical radiative signature.

Keywords: Plasma, Optical Emission Spectroscopy

1. Introduction

During hypersonic atmospheric entries, the radia-
tive heating experienced by a vehicle is a major issue
for accurate prediction of thermal heat flux. Compu-
tational tools development requires experimental data
to assess the the reliability of models. In particular,
non equilibrium kinetic models need to be assessed
in order to replicate the radiative contribution of the
excited gas in the shock layer where collisional and
radiative processes lead to thermodynamic non equi-
librium situations. Due to the relatively large cost
of missions and the difficulty of performing accurate
measurements in flight, plasma source ground test
facilities have been developed. The most common
devices allowing electrodeless operations are the RF

inductively coupled and microwave plasma sources
where the discharge is ignited and sustained by high-
frequency electromagnetic fields. In this study, ex-
perimental studies were carried out using the Plas-
matron Inductively Coupled Plasma (ICP) and Mi-
crowave Plasma Torch (MPT) VKI facilities. Con-
cerning the Plasmatron facility, the study is focused
on the interpretation of spectroscopic measurements
performed in the first expansion zone of a supersonic
underexpanded air plasma jet. A sonic throat has
been installed on VKI Plasmatron facility to obtain a
strong expansion. In the literature, the use of super-
sonic plasma jets to investigate non equilibrium pro-
cesses has been widely reported but most investiga-
tions deal with mono-atomic gases (Sember & al.[1],
Selezneva & al.[2] and Sanden & al. [3]). Robin

© von Karman Institute for Fluid Dynamics



& al.[4] have investigated a supersonic nitrogen arc
plasma jet to examine the kinetic scheme ofionic re-
combination. Various technologies are used to obtain
supersonic plasma jets. Yano & al. [5] have developed
a facility to generate a supersonic high pressure glow
discharge. High speed plasma flow can be generated
from a magnetic nozzle [6] that reduces power losses
occurring in solid nozzles. In our study, the expansion
of the plasma is performed through a sonic throat into
a low pressure chamber. In a such flow, the expan-
sion of the plasma is accompanied by a rapid cool-
ing and recombination which results in kinetic non
equilibrium between electrons and heavy particles. In
this situation, the plasma is recombining by collisional
processes and a departure from Saha-Boltzmann equi-
librium is observed. Non intrusive method based on
Optical Emission Spectroscopy (OES) are commonly
used to characterize supersonic plasma jets. They al-
low to get excited level densities of various species.
Although OES studies are encouraged in supersonic
plasma jets, characterization have to be carried using
cautious assumptions. Sember & al. [1] have shown
that spectroscopic analysis based on atomic lines, and
hydrogen lineshape profiles might give questionable
results if the plasma is out of thermodynamic equi-
librium. In this study, proper diagnostics based on
atomic and molecular contributions have been devel-
oped to evidence the non equilibrium state.
A detailed investigation of the plasma source perfor-
mance is necessary to insure high quality measure-
ments. Frequency analysis of electrical parameters
and light emission are the most common ways to un-
derstand the nature of the plasma jet fluctuations. In
the literature, much effort is devoted to the diagnostic
of the arc plasma jet unsteadiness (Tu al. ([7]), Singh
& al [8]). In RF plasma sources, the heating procedure
may also induce oscillations in the emission. Perfor-
mance of the Microwave Plasma Torch (MPT) pro-
ducing atmospheric plasma is investigated. Electri-
cal characterization of the source has been performed
for some operating conditions using forwarded and re-
flected microwave power monitoring. Comprehensive
characterization of the flow by means of high speed
imaging has been performed to estimate the effect
of the oscillation of the delivered power on plasma
jet unsteadiness. Basic OES measurements are per-
formed to get typical radiative signatures of air, N2

and CO2 atmospheric plasma jets.
Diagnostics adopted to examine the thermodynamic
state present in the Plasmatron supersonic air plasma
jet are described in section 2 and the results are pre-
sented in section 3. Performances of MPT will be dis-

cussed in section 4.

2. Spectroscopic plasma diagnostics

2.1. Plasma diagnostics using atomic lines

2.1.1. Atomic state distribution function
Measured emissionǫul allows a straight probing

of the upper (emitting) levelnu population density
through the relation:

ǫul = nu
Aul

4π
hc
λul

(W.m−3.sr−1), (1)

whereAul (s−1) is the Einstein coefficient associated to
spontaneous emission from levelu to level l respec-
tively of energyEu and El (m−1). λul =

1
(Eu−El )

(m)
designates the line position. Assuming Local Thermo-
dynamic Equilibrium (LTE), the internal level popula-
tion density of a levelu of energyEu and degeneracy
gu follows the Boltzmann distribution ruled by a sin-
gle temperatureTLT E given by:

nu(TLT E) = N(TLT E)
guexp

(

− hcEu

kBTLT E

)

Qint(TLT E)
(m−3), (2)

where speciesconcentrationN (m−3) and internal par-
tition functionQint are calculated at equilibrium.

In thermal plasmas, atomic state distribution func-
tion obeys Boltzmann equilibrium and the excitation
temperatureTexc is evaluated on the basis of the Boltz-
mann diagram method. This approach is convenient
as no assumption is made concerning the species con-
centration. The upper level density being straightly
related to emission through relation 1, it is expressed
in terms ofTexc combining equations ( 1) and ( 2) in
the form:

ln

(

nu

gu

)

= −
(

hc
kbTex

)

Eu + ln

(

N
Qint

)

. (3)

Excitation temperature Texc is directly obtained from
theslope of a straight line fitted on the set of experi-
mental electronic excited states population logarithm
values (left term of Equation 3).
Occasionally, the equilibrium distribution is not ap-
plicable to electronic states. In this case, experimental
points in Boltzmann diagram do not comply with a
single straight line. In order to qualitatively express
the departure from equilibrium, it is convenient to de-
fined two temperatures Tlow

exc and Thigh
exc corresponding

respectively to the excitation temperature of lower and
higher states. In such case, it is important to know
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if ionizing or recombining state is prevailing in the
plasma in order to determine the electron tempera-
ture Te. For this purpose, the atomic state distribution
function can be completed using the so-called Saha
point n∞ defined as:

n∞
g∞
=

n2
2

2gi
0

×
(

h2

2πmekTe

)3/2

(4)

Wheregi
0 is the degeneracy of the groundstate of the

corresponding ion. In a situation of Partial Local Saha
Equilibrium (pLSE), the Saha point will be within the
line that fits the levels with populations conforming
to the Saha Boltzmann equation. In a first approx-
imation, the ground staten0 can be evaluated using
equation 5. Its position with regard to the pLSE fitted
line will determine the pLSE ionizing or recombining
state. Such investigation is not presented in the fol-
lowing as it requires missing information on the pres-
sure inside the jet.

n0 = P/kTgas (5)

2.1.2. Stark broadening of hydrogen lines
The determination of the electronic number den-

sity is executed though the fitting of calculated hy-
drogen Stark broadened lines onto experimental data.
Calculation of the the Stark broadened line profiles
have been reported in the literature for the first three
Balmer lines of hydrogen (Hα, Hβ and Hγ). Databases
are elaborated using three different theoretical mod-
els named as quasi-static ion approximation model
(VCS)[9], Model Microfield Method (MMM)[10] and
Computer Simulation (CS)[11]. The available do-
mains for each set of theoretical data are presented
in table 1. The line half-profiles are available in the

Model Constraint on Ne (cm−3) Constraint on Te (K)

VCS 1010 ≤ Ne ≤ 1018 2500≤ Te ≤ 1.6105

MMM 1010 ≤ Ne ≤ 1019 2500≤ Te ≤ 1.3106

CS 1014 ≤ Ne ≤ 1019 1042≤ Te ≤ 1.7106

Table 1: Plasma parameters validity range.

form of tables where values of intensity aretabulated
against wavelengths for certain values of electron tem-
perature Te and density Ne. In order to obtain a pro-
file for any couple (Te,Ne), a bilinear interpolation is
performed from theoretical data. The theoretical line
profile is convoluted with the instrumental broaden-
ing of the apparatus accounting also for the doppler
broadening using a gas temperature Tg. The program
interpolates points from the theoretical line profile to

match the grid of the experimental data set. Any back-
ground in the experimental data is zeroed so that the
data is directly comparable to the theoretical profiles.

2.2. Plasma diagnostics using molecular spectra
Plasma characterization using molecular spectra is

done on the basis of common fitting approaches con-
sisting of the minimization of the functional defined
by the Root Mean Square Error (RMSE) between the
experimental spectrum and the spectrum calculated
under various equilibrium assumptions. The theoreti-
cal spectra required to determine the RMSE are calcu-
lated on the basis of an advanced tool developed and
available at the EM2C laboratory and so-called High
Temperature Gas Radiation (HTGR) code [12]. As-
suming thermal equilibrium, the temperature Tthermal

is obtained applying the fitting procedure on experi-
mental spectra normalized to unity, which consist in
the minimization of the functional expressed as:

RMS E(Tthermal) =

√

√

√

1
N

N
∑

i=1

(

S̄exp
λi
− S̄theo

λi (T)
)2

(6)

whereS̄exp
λi

(resp.S̄theo
λi

) designates the normalized ex-
perimental spectrum (resp. calculated spectrum) and
N is the number of experimental points in the consid-
ered spectral range.

2.2.1. Vibrational non equilibrium assessment
The HTGR code can support various assumption

concerning the distribution of emitting levels. Addi-
tionally to the thermal situation, an other assumption
is considered to determine the population of the vi-
brational excited states from the vibrational band of
a molecular system. In the frame of thermal equilib-
rium model, the population of an energy level (n,v,j)
is expressed as:

nn,v, j =Ntotgs
(2J + 1)

Qint(TLT E)

× exp

(

−
Eel(n)+ Evib(n,v)+ Erot(n,v, J)

kTLT E

)

(7)

where Qint(TLT E) is theinternal partition function, Ntot

is the total population of the considered species and
gs is the nuclear spin statistical factor. Assuming rota-
tional equilibrium, the population can be expressed as
a function of the population of the vibrational levels
nv:

nn,v, j = nvgs
(2J + 1)

Qrot,v(Trot)
× exp

(

−
Erot(n,v, J)

kTrot

)

(8)
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where Qrot,v(Trot) is the rotational partitionfunction.
The determination of the variables (Trot,nvk=1,vmax) con-
sists in the minimization of the functional defined as:

RMS E
(

Trot,nvk

)

=

√

√

√

1
N

N
∑

i=1

(

S̄exp
λi
− S̄theo

λi
(Trot,nvk=1,vmax)

)2

(9)

3. Supersonic air plasma jet in VKI Plasmatron
facility

The VKI Plasmatron Inductively Coupled Plasma
(ICP) source uses a high frequency, high power and
high voltage generator (400 kHz, 1.2 MW, 11 kV),
feeding a single-turn inductor [13]. For the present
experiments, the Plasmatron is operating at 350 kW
power and 1.8 g/s mass flow rate. Supersonic plasma
jet is obtained by expanding the plasma through a con-
vergent nozzle into a chamber maintained at low pres-
sure. Multiple reflections of expansion waves origi-
nating from the throat of the nozzle gives rise to com-
plex structures of compression and expansion zones
in the jet. The presence of non monotonic pressure

Figure 1: Supersonic air plasma jet (2 mbar chamber pressure).

and velocity gradients causes the plasma to propagate
through various stage of equilibrium states along the
axis of the jet. In the present study, the pressure in the
chamber is maintained at 2 or 10 mbar corresponding
respectively to a highly underexpanded figure 2 and
underexpanded figure 1 situation while the pressure in
the reservoir is maintained at 50 mbar. A basic analy-
sis of the oscillation of the emission in the supersonic
jet enables to evidence peaks at 600 and 1200 Hz in-
duced by the three phase rectifier operating at 300 Hz.
Lower frequency peaks were also observed at 170 and
340 Hz.

Figure 2: Supersonic air plasma jet (10 mbar chamber pressure).

3.1. Supersonic regime

The supersonic plasma flows encountered in this
study evidence a pressure at the exit of the conver-
gent being higher than in the chamber. In order to
equilibrate the pressure difference at the exit of the
convergent, expansion waves are created and directed
towards the jet axis which are then reflected in the di-
rection of the plasma jet boundaries. These expansion
waves direct the flow towards the edge of the plasma
jet, creating a radial expansion in addition to the ax-
ial expansion. The edges of the expansion zone are
bright because of the reflection of the expanding flow
by the cold dense surrounding gas, which gives rise
to the so called barrel shocks. Reducing the chamber
pressure, leads to the creation of a Mach disk down-
stream of the first expansion cell, leading to subsonic
velocities downstream of this region with an increase
of the local temperature and pressure.

3.2. Nonequilibrium diagnostics using OES

Optical Emission Spectroscopy (OES) allows to ob-
tain information on excited states densities without
disturbing the flow. Accurate measurements rely on
stationary flow emission and low contamination of the
jet. A conventional OES technique was set up and ap-
plied in a large spectral range on a supersonic under-
expanded air plasma jet in the first expansion zone at
25 mm from the exit of the convergent throat. We fo-
cus our study on the spectral domain that includes the
N+2 First negative system∆v=+1 and the Hβ hydro-
gen line. The discharge is generated inside the torch
and the plasma jet flows into the test chamber main-
tained at a constant pressure of 10 mbar through a 35
mm diameter nozzle exit. The line of sight plasma
jet emission is collected through an aperture and then
focused with a fused silica lens onto the entry of a
Acton Series monochromator of 75 cm focal lengths.
The spectrometer is combined with a ICCD PI-MAX

© von Karman Institute for Fluid Dynamics



camera with a frame of 1024× 1024 pixels of 12.8µm
side. Emission issued fromthe jet is spatially resolved
in the radial direction. A radial slice of about 19 cm
height was optically conjugated using a 100 mm focal
lens onto an image with a magnification factor of 0.07.
It allows to capture the whole radial profile of the jet
onto the CCD screen of the camera with a spatial res-
olution of about 180 microns. The radiation from the
N+2 First negative system was recorded using a 150
groves/mm grating as the hydrogen line Hβ spectral
resolution was improved by using a 1200 groves/mm
grating in order to resolve Stark broadening contri-
bution. The corresponding spectral resolutions were
measured to be respectively 0.5 nm and 0.06 nm, set-
ting the entrance slit of the monochromator to 3 mi-
crons. The recorded spectra were calibrated in ab-

Figure 3: Typical radiative signature of supersonic air plasma jet in
the first expansion zone(r = 0 mm, z= 25 mm).

solute intensity combining a ribbon tungsten lamp
and its documented absolute radiance and a deuterium
source. At the conditions reported here, the air mix-
ture is assumed to be optically thin and proper Abel
inversion was applied on measured spectra allowing to
rebuild the spectral emission (W.m−3.sr−1.λ−1). Cali-
brated spectra at the plasma jet center line are shown
in figure 3. The displayed radiative signature is domi-
nated by oxygen and nitrogen atomic lines in the vis-
ible spectral range. The N+2 First Negative system is
hardly detected.
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Figure 4: Boltzmann diagram at the center of the jet using oxygen
atomic lines (r= 0 mm, z= 25 mm).

3.2.1. Departure from equilibrium of the electronic
excited states

Boltzmann diagram as plotted in figure 4 using
atomic oxygen lines at the center of the jet. The use-
ful spectroscopic data are recalled in Appendix A.
The diagram does not comply with a single straight
line, indicating that departure from Boltzmann equi-
librium occurs. Two straight lines are fitted on the ex-
perimental points to derive the excitation temperature
of lower states Tlow

exc at a temperature of about 9000 K
and higher states Thigh

exc at a temperature of about 4700
K. Provided pLSE starts at the higher excited states
Te =Thigh

exc , the plasma is characterized by an under-
population of lower excited states which is represen-
tative of a recombining plasma.

3.2.2. Assessment of vibrational equilibrium

Detailed energy distribution among the quantum
states within the vibrational mode is essential to char-
acterize non thermal plasmas issued from supersonic
nozzle expansion. The fitting procedure is executed
on Abel transformed spectra at 1.7 cm from the jet
center line where molecular radiative contribution is
not overlapped by atomic lines. Figure 5 exhibits the
distribution of the vibrational bands of N+2 First Neg-
ative system∆v=+1 calculated at 9000 K with an ap-
paratus function of 0.06 nm. Taking this spectral res-
olution, we can clearly distinguish bands from v=0
to v=4. For vibrational level higher than 5, we can
notice vibrational band inversion which allows to ex-
ecute the minimization procedure on a large amount
of vibrational levels despite the small spectral win-
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Figure 5: Vibrational bands distribution of N+2 First Negative sys-
tem∆v=+1.

dow. Assuming thermal equilibrium, best fit is ob-
tained 1.7 cm from the jet center line with a tem-
perature Tthermal= 8357 K. The calculated spectrum is
in fairly good agreement with the experimental spec-
trum figure 6 (a), suggesting for proximity to rota-
tional and vibrational equilibrium. Accounting for
rotational equilibrium only, the vibrational distribu-
tion is determined. Best fit is presented in figure 6
(b). This method allows to improve the matching be-
tween experimental and calculated spectra. In this
case, the RMSE is 2% lower than in the thermal equi-
librium case. The rotational temperature is found to
be Trot=7026 K. Vibrational population is plotted on
figure 7. Neglecting the weak contribution of the vi-
brational level v=8, a straight line can be fitted on the
logarithm of the vibrational population and by using
the energy of each level we obtain a vibrational tem-
perature Tv= 8800 K.

3.2.3. Electronic density measurement
Fitting of experimental data is performed with

MMM data at the center of the jet. Contamination
in the wings of the hydrogen Hβ line is excluded by
the minimization procedure. The best fit obtained is
presented in figure 8 corresponding to an electronic
density of 3.0 10−20 m−3. The MMM data tables have
been calculated for an emitter-perturber reduced mass
of 0.5 which corresponds to a pure hydrogen plasma
and we take the electronic temperature Te equal to
the excitation temperature of high electronic excited
states Thigh

exc providing that pLSE is effective. CS data
would permit to account for other perturbing species
and also to account for non equilibrium between elec-
trons and heavy particles. This study will be part
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Figure 6: Best fit between experimental spectrum (black) and cal-
culated spectrum (red) (r= 17 mm, z= 25 mm).

0 2 4 6 8
Vibrational quantum number 

0.9

0.92

0.94

0.96

0.98

1

R
el

at
iv

e 
po

pu
la

tio
n 

lo
ga

rit
hm

 v
al

ue

T
v
 = 8800 K

Figure 7: Relative population of vibrational energy levels for N+2
First Negative system∆v=+1 vibrational band (r= 17 mm, z= 25
mm).

© von Karman Institute for Fluid Dynamics



485.8 486 486.2 486.4
λ (nm)

0

0.2

0.4

0.6

0.8

1

1.2

I (
a.

u.
)

Hβ line

contamination

Figure 8: Best fit between experimental (black) and theoretical (red)
hydrogen Hβ line profile (r= 0 mm, z= 25 mm).

of further investigation. It should be noted that air
plasma was not seeded with water or hydrogen. The
intensity of the hydrogen lines was fluctuating which
does not prevent from performing a diagnostic based
on line broadening. The contamination in figure 8
might be caused by a Fe atomic line.

4. Investigation of microwave sustained plasma
source

The MPT plasma source was built in VKI on the
basis of a magnetron head (MH3.OW-S1 Richardson
Electronics) operating at 2.45 GHz with a SM1150T
power supply to produce microwave power in the kilo-
watt range transmitted through a rectangular waveg-
uide (WR 340 adapted forλ =12.24 cm wavelength)
to the gas flowing in a quartz tube of 30 mm inner
diameter similarly to [14].

4.1. Plasma jet unsteadiness

The fluctuating part of the intensity has been in-
vestigated by means of high speed imaging measure-
ments using a Phantom v7.0 8 bits CCD camera at
an acquisition rate of 1 kHz. The examination of the
unsteady feature of the flow emission provides use-
ful information about the effect of microwave power
oscillation on thermal inhomogeneity taking place in
the plasma flow. Simple processing has been applied
to high speed frame records to show the presence of
regions inside the jet that are hotter or colder than
the steady contribution. The FFT of optical emission
fluctuation was executed to show the heating modula-
tion at well defined frequencies. Figure 9(a,b) shows

(a) 2kW air plasma jet.

(b) 15 LPM air plasma jet.

Figure 9: FFT of an air plasma jetemission fluctuation on the axis
at 1 cm from the waveguide.

the FFT operated on a spatial pixel located at 1 cm
from the waveguide at the plasma center line for an
air mixture at different power and flow rates. At 10
LPM, the spectrum is mainly composed of well de-
fined frequencies above 50 Hz (50, 100 and 300 Hz)
related to the coherent dynamic of the jet. Increasing
the flow rate leads to the damping of these peaks van-
ishing into noisy background rising towards the low
frequency range. These coherent peaks result from the
modulated Joule heating of the feeding circuit. It has
been observed that operating with a forwarded power
slightly above the minimum threshold value required
to sustain the plasma leads to a highly unstable plasma
flow. The instability of the flow resulting from thermal
inhomogeneities generated by the power modulation
is damped by increasing the power. Figure 9(b) shows
the effect of the input power on the plasma jet dynam-
ics. As the power is increased, the spectral dynamics
of the oscillations is mostly driven by peaks above 100
Hz as moderate frequencies contribution tends to fade.
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Figure 10: FFT of an air plasma jet emission fluctuation as a func-
tion of the distance from the waveguide.

4.2. Forwarded and reflected power monitoring

Forwarded and reflected microwave power were
monitored at different flow rates and power in an air
plasma. An Alter RD8400 power sensor is used to
measure the microwave signal at 2.45 GHz previ-
ously attenuated at 60 dB by the circulator device.
It allows to measure the maximum waveguide power
with a full scale 0-10 Vdc output voltage. Alterna-
tive measurements have been performed on the for-
warded and reflected signals. Temporal and frequen-
tial forwarded and reflected power signals are plotted
in Figure 11(a,b). The effect of the flow rate varia-
tion on the reflected power is considerable. As the
flow rate increases, the amplitude of the oscillations
evolves from a coherent situation to random varia-
tion associated to noisy dynamic increasing towards
low frequencies below 100 Hz. It is in agreement
with plasma optical emission light dynamic oscilla-
tion. Coupling microwave power to the plasma re-
quires the impedance between the discharge and the
microwave power source to be matched. A common
means to achieve this match is to insert a metallic
element into the waveguide, which was performed
here using screws. Since an impedance mismatch has
phase and amplitude components, both position and
depth of insertion of the matching element must be
adjusted. Three screws, manually adjusted, are posi-
tioned inside the waveguide and the effect of the depth
of the insertion was studied. For different configura-
tions, the efficiency of the plasma source is illustrated
on Figure 12, where the reflected RF power is plot-
ted versus the forward RF power. We observe that
the optimal configuration of the screws allows more
than 90 % efficiency (1−

(

Pre f lected/Pf orwarded

)

). Bad
impedance matching can decrease the efficiency to
about 75 % efficiency.

(a) Forwared power (top to bottom: 5, 10, 20 LPM).

(b) Reflected power (top to bottom: 5, 10, 20 LPM).

Figure 11: Microwave powerand associated FFT signal for air
plasma at different flow rate.

Figure 12: Reflected power versus forwarded power for different
configurations of the impedance matching screws
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4.3. Low resolution spectra examination

The examination of the radiative transitionsof air,
N2 and CO2 plasmas was performed by means of a
low resolution OES bench at the jet center line. Ac-
quired raw data are displayed in Figure 13(a) for vari-
ous operating powers. The displayed spectra are char-
acterized by significantly different contribution de-
pending on the operating gas. Air radiative signa-
ture is mainly constituted of molecular emission of O2

Schumann-Runge in the spectral domain below∼ 600
nm and of NO systems (β, γ, δ, ǫ) peaking at 250 nm.
N+2 First Negative and N2 Second Positive systems are
the main contributors in pure N2 plasma between 290
nm and 450 nm. CO2 plasma emission is constituted
of both molecular transitions from C2 Swan system
and atomic lines of Oxygen and Carbon. Air plasma
emission spectrum is less appropriate for temperature
determination by means of a spectra fitting approach
in comparisons with N2 and CO2 radiative signatures.
Indeed, air plasma emission in the visible range ex-
hibit a poor dynamic detrimental for accurate fitting
and the NO systems lying in the UV are self absorbed
preventing a direct access to the local emission. In
Figure 13(b), normalized radiative signatures of N2

plasma are presented at different input powers. The
poor dynamic change in the shape of the spectra in-
dicates for a weak change in temperature. An addi-
tional microwave power contributes to the expansion
of the plasma in the radial direction associated with
an increase of the light emission intensity rather than
a change in temperature. It is consistent with the ob-
servations in [15].

5. Conclusion

Various diagnostics have been used to characterize
a supersonic air plasma jet in the first expansion zone.
Plasma parameters have been derived at the center of
the jet where diagnostic involve atomic contribution
of oxygen species. Parameters derived from molecu-
lar radiation were studied at 1.7 cm from the jet center
line where the contribution of N+2 First Negative sys-
tem∆v=+1 is clearly defined. The lack of informa-
tion about the static pressure and the non equilibrium
distribution of oxygen atomic excited states make the
determination of excitation temperature questionable
leading to a temperature of the higher excited states
of about Thigh

exc= 3800 K. Assuming pLSE Thigh
exc has

been used to determine the electron number density
by fitting experimental hydrogen Hβ line onto theo-
retical lineshape. Despite weak contamination on the
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Figure 13: Low resolution spectra.

wing of the experimental hydrogen line, a good fit is
obtained for an electron density corresponding to 3.0
10−20 m−3. The presence of molecular radiation on
the edge of the plasma jet allows us to probe rotational
and vibrational levels and indicates a proximity to ro-
tational and vibrational equilibrium. The rotational
temperature has been determined by either assuming
thermal equilibrium or assuming rotational equilib-
rium and vibrational non equilibrium. In the first case,
Trot=Tthermal= 8357 K, with a fairly good agreement
between experimental and calculated spectra. In the
second case, the fitting is improved and leads to a ro-
tational temperature Trot=7026 K. Vibrational temper-
ature obtained by fitting the experimental vibrational
levels with a straight line gives a temperature Tv=

8800 K. Description of microwave sustained plasma
jet structures has been established within a large range
of operating conditions (0-≈100 LPM, 1-≈3.5 kW) for

© von Karman Institute for Fluid Dynamics



an air mixture at atmospheric pressure. Flow rate and
input power contribute highly to the jetdynamics and
shape. The fluctuating emission of the plasma jet has
been monitored by means of high speed camera imag-
ing. Plasma jet unsteadiness was clearly consistent
with the powering circuit oscillations. The high ef-
ficiency of this source was measured at about 0.9 in
best configuration for an air plasma jet. Although the
dielectric properties of the plasma vary with changes
in temperature and chemical composition, a single
matching screws configuration corresponding to the
highest efficiency will be retained and used for further
experiments. Low resolution spectra were measured
using air, N2 and CO2 gases. It indicates that increas-
ing the microwave power contributes to the expansion
of the plasma in the radial direction of the jet. Exper-
imental campaigns, not presented here, have ensured
that MPT might be considered as a valuable source to
provide an appropriate reservoir of high temperature
gas close to equilibrium.

Appendix A. Spectroscopic data

O lines De = 109837.02cm−1

501.8782 4.28105 86 625.757 106 545.354 3 5
501.9291 7.13105 86 627.778 106 545.354 5 5
543.5178 7.74 105 86625.757 105019.307 3 5
543.5775 1.29 106 86627.778 105019.307 5 5
543.6862 1.80 106 86631.454 105019.307 7 5
595.8386 6.80 105 88630.587 105409.008 3 5
595.8386 3.78 105 88630.587 105409.008 3 3
595.8584 2.27 105 88631.146 105409.008 5 5
595.8584 2.52 104 88631.146 105409.008 5 3
595.8584 9.06 105 88631.146 105409.008 5 7
604.6233 1.05 106 88630.587 105165.232 3 3
604.6438 1.75 106 88631.146 105165.232 5 3
604.6495 3.50 106 88631.303 105165.232 1 3
615.5971 5.72 106 86625.757 102865.655 3 3
615.6778 5.08 106 86627.778 102865.547 5 7
615.8187 7.62 106 86631.454 102865.506 7 9
777.1944 3.69 107 73768.200 86631.454 5 7
777.4166 3.69 107 73768.200 86627.778 5 5
777.5388 3.69 107 73768.200 86625.757 5 3
844.6247 3.22 107 76794.978 88631.303 3 1
844.6359 3.22 107 76794.978 88631.146 3 5
844.6758 3.22 107 76794.978 88630.587 3 3

Table A.2: Spectroscopic data of the considered O emission lines
used for air plasma [16].
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Abstract

The continued interest in planetary entry probes, sample return missions, and the eventual extension to a manned
mission to Mars demand ground testing of ablative materials as well as sophisticated modeling of their response to
reentry environment. They are the only solution for such high speed reentries as no material is known to withstand
the high thermal loads. Following the current developments of a new class of low-density, carbon/resin composite
ablators, new efforts were initiated at the VKI on ablation research. This paper first summarizes the progress
made on ablation testing in the VKI Plasmatron facility over the last years and presents a strategy for future
investigations of innovative low-density ablators. Finally, preliminary results obtained on a carbon fiber preform
are discussed, which is the basic material for new class ablators. Scanning-Electron-Microscopy was used to
examine fiber ablation at microscale level and micrographs are shown revealing strong oxidation mechanisms.

Keywords: ablation, high enthalpy plasma flows, gas-surface interaction, emsission spectroscopy, scanning
electron microscopy

1. Introduction

Motivation

On July 21, 2011, Atlantis landed safely back on
earth after fulfilling the very last space shuttle mis-
sion, commencing the end of the first and so far
only manned spacecraft with a reusable heat shield.
The Russian Soyuz capsule, designed in the 1960s, is
now exclusively serving the International Space Sta-
tion (ISS) and is together with Chinese’s Shenzhou
(1992) the only transporter currently used for human
spaceflight. ESA is developing an Advanced Reen-
try Vehicle (ARV) for crew and cargo transportation
from the ISS, whereas NASA is planning a Multi-
Purpose Crew Vehicle (MPCV) for deep space explo-
ration with the final aim of a crewed Mars landing.

Following the launch of the Mars Science Labora-
tory (MSL) on November 26, 2011, with one of its sci-
entific goals being a plan for human missions to Mars,

the next steps will be to identify, develop and qual-
ify required technologies for safely returning Martian
samples. For such spacecraft entering a planet’s at-
mosphere, high requirements are put on the thermal
protection system (TPS) in order to shield crew and
payload from the severe heating.

Problem statement

Since the strong efforts spent in the 1960’s on the
Apollo program [1; 2], ablative heat shields are the
first choice for space capsules due to their efficiency
and reliability (Fig. 1). Especially for very high reen-
try speeds exceeding 10km/s, typical for the new mis-
sions of ESA and NASA, ablators are the only so-
lution as no known material is able to withstand the
high thermal loads without degrading. Ablative heat
shields take advantage of this property as they are able
to dissipate the high heat fluxes through chemical and
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Figure 1: left: Apollo 10 with ablative heat shield after reentry
(fastest manned reentry, 11.08 km/s, 1969), right: NASA Stardust
probe after reentry (fastest man-made reentry object, 12.9 km/s,
2006)

physical decomposition, transforming the thermal en-
ergy into mass loss and recession, whilst the remain-
ing solid material insulates the vehicle substructure.
This makes selection of the TPS material and thick-
ness design the two key performance parameters and
inaccuracies in the prediction tools for TPS design can
be fatal for the crew or the success of robotic missions.

The estimation of TPS sizing is a complex task and
the prediction tools are still inherited from the Apollo
program [3; 4]. Besides, a new generation of low den-
sity carbon/resin composite ablators is currently being
developed. They are made of a carbon fiber preform
impregnated in phenolic resin, such as PICA [5; 6]
and ASTERM [7], developed by NASA and ESA, re-
spectively, for high-speed entry missions. New high
fidelity material response models are proposed [8] in
order to take into account the micro-structure of the
porous material. This calls for a sound methodology
in numerical and experimental research to understand
the complex gas-surface interaction and material re-
sponse in plasma flows.

After first recalling the ablation process, this paper
will review the efforts undertaken at the von Karman
Institute on ablation testing during the last years and
come up with a complementary approach for char-
acterization of the performance of innovative abla-
tors. This new methodology, existing of atmospheric
plasma test in high enthalpy flows and microscale
analysis, has been applied to a carbon fiber preform,
which serves as basic material for new generation ab-
lators. Preliminary results of carbon fiber preform ab-
lation tests will be presented at the end of the paper.

2. Ablation of charring materials

2.1. The ablation process
The processes through which ablators are able to

accommodate high heat fluxes are balanced between
surface radiation, phase transitions (melting, sub-
limation) as well as chemical reactions (charring,

oxidation) on the surface and inside the material. To
achieve high performance characteristics of ablative
materials mostly composite materials are used for the
ablative heat shield. When subjected to increasing
temperature, the virgin material successively trans-
forms following two mechanisms (Fig. 2):

1. During pyrolysis the phenolic resin is progres-
sively carbonized into a low density, porous char and
loses around 50% of its mass producing pyrolysis
gases by vaporization. The pyrolysis gases are trans-
ported out of the material by diffusion and convection
and exhaust into the boundary layer, providing a fur-
ther barrier for the heat exchange (blowing) and un-
dergo additional chemical reactions, consuming more
heat. Making usage of polymers such as phenolic
resins for the matrix of the composite takes advantage
of their endothermic degradation nature, thereby ab-
sorbing energy, and serving as a binder for the other
components [9].

chemical	  
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recession	  

virgin	  material	  

pyrolysis	  	  zone	  
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hot	  
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convec7ve	  	  
heat	  flux	  
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heat	  
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mechanical	  
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reac7on	  
products	  

OH	   OH	  

Figure 2: Ablation and pyrolysis processes of a charring material

2. Ablation of the char layer (composed of the car-
bonized resin and the remaining carbon fibers) is then
promoted by heterogeneous chemical reactions, phase
change and mechanical erosion (e.g. spallation), al-
together leading to recession of the material. The
rate at which an ablator recesses is therefore a func-
tional consequence of its intended prevention of heat
conduction and strongly coupled to the aerothermal
conditions it encounters. In other words, the mate-
rial will primarily respond with a higher ablation rate
to increased heating whilst the heat conducted to the
bondline will stay constant. This illustrates the great
importance of material response models to accurately
predict recession of the material. However, due to
lacking good experimental data, this quantity remains
as one of the largest uncertainties in material response
analysis [10].
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2.2. Existing modeling tools
During the Apollo program, strong efforts were in-

vested to develop models for the prediction of com-
plex gas surface interaction for thermal protection ma-
terials (TPMs). Those models, developed for dense
ablative materials, are inspired from Kendall et al.
published in 1968 [3; 11]. They rest on major assump-
tions and describe ablation as a surface phenomenon
occurring on a homogeneous, dense material assum-
ing equilibrium or finite-rate chemistry in a control
volume close to the wall. The very complex thermo-
chemical problem necessitates the generation of non-
dimensional ablation tables, usually referred to as B’-
tables, for pyrolysis-gas mass flux and char consump-
tion rate (B′g and B′c). The coupling strategy with the
flow environment is based on considering a thin con-
trol volume where the gas-surface interactions occur
and where mass balance and equilibrium chemistry
are satisfied. By this, the interaction of material and
flow codes are approximated through the use of heat
and mass transfer coefficients.

Weaknesses of this strategy are for example the
model of mass transport due to diffusion into the con-
trol volume as well as negligence of blowing the py-
rolysis products into the boundary layer, what will
change the boundary layer condition. The efforts now
focus on developing new flow solvers that can bypass
the use of B’-tables and to couple them to in-depth,
high fidelity material response solvers. For this task,
innovative experiments are necessary on multicsale
level for characterization of the material degradation
in high enthalpy flows and subsequent model valida-
tion.

3. First efforts on ablation testing at the VKI

Graphite is widely used as exploratory material for
basic research to narrow down the physics and ther-
mochemistry to a non-charring, purely carbonic ma-
terial. This enables to focus on the ablation phe-
nomenon in the absence of pyrolysis. Ablation stud-
ies on graphite at the VKI were initiated by Fletcher
and Vancrayenest in 2005, who started with investi-
gations of the thermochemistry of ablating graphite
by means of emission spectroscopy in the 15 kW in-
ductively coupled plasma windtunnel Minitorch [12].
Due to the limited capabilities of the Minitorch wind-
tunnel and the necessity of high enthalpy plasmas for
ablation studies, the experiments were moved to the
1.2MW Plasmatron facility [13; 14]. The work of
Vancrayenest and Fletcher showed the successful inte-
gration of emission spectroscopy, providing emission

spectra as well as recession and mass loss rates of a
50 mm diameter, flat faced ablating graphite piece in
air and nitrogen plasmas at heat flux levels between
500 kW/m2 and 1500 kW/m2

The knowledge gained throughout those ablation
tests was translated into the development of a test-
ing methodology for charring, low-density ablators.
A cork compound provided by AMORIM (P50) was
tested at varying heat flux and pressure levels [15]
as well as the newly developed monolythic ablator
MonA (Lockheed Martin Space Systems, distributed
by LMUK) [16; 17]. This low-density ablator is
a carbon-phenolic composite, structurally reinforced
by a Flex-Core honeycomb, and was a considered
TPM for the NASA Orion capsule. The heat flux
levels for MonA ablation tests reached a maximum
of 4500 kW/m2 and the experimental setup was ex-
tended by a high speed camera for surface recession
measurements. This new technique enabled in-situ
measurements of the degrading surface from which
the assumption of a steady ablation rate was assessed.
This is pointed out in Fig. 3 where a contour plot is
presented, obtained by applying edge detection filters
during post-processing of the HSC images. By con-
version of pixel:millimeter, the rate of recession can
be estimated in-situ, contrary to only absolute pre-
and post-test measurements. Furthermore, a gas-front
ahead of the ablating sample was identified, which is
most likely an effect of the degassing pyrolysis prod-
ucts. Those help keeping away the hot plasma flow
from the surface before burn-off in the boundary layer,
what is visible as a bright flame.
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Figure 3: HSC snap-shot during ablation test showing the surface
and gas-front (no shock wave); consequently the recession rate of
MonA can be computed [16].

The radiation emitted by the reacting plasma flow
can be captured by various spectroscopy tools. Time
resolved emission spectroscopy was applied to abla-
tion of MonA and indicative of electronically excited
CN violet (B2Σ+ → X2Σ+) and CN red (A2Σ+

u →

X2Σ+), which was highly apparent in pure nitrogen
plasma flows suggesting strong nitridation reactions.
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In air plasma, the amount of CN significantly de-
creased pointing out dominant oxidation reactions
(CO, CO2, NO). Transient thermo-chemical mech-
anisms were found in nitrogen plasma, where elec-
tronically excited diatomic carbon (C2 Swan system)
was highly radiating after injection of the MonA sam-
ple but truncated after a few seconds. An illustrative
emission spectrum recorded during sample injection
into nitrogen plasma is shown in Fig. 4.

Figure 4: Emission spectrum ahead of ablating carbon resin com-
posite sample in nitrogen test gas [16]

Utilizing combined measurements such as emis-
sion spectroscopy and high-speed-imaging illustrate
the attempt of experimentally approaching the cou-
pled physico-chemical problems, resulting from the
evolution of pyrolysis products inside and outside the
material, their reaction with gases coming from the
freestream and the subsequent process of ablation.

It was further understood that a proper examination
of tested samples has to be performed, especially at
the surface and sub-surface. In this region, the char
layer is subjected to ablation where for example the
degradation of the carbon fibers can vary with pres-
sure and surface temperature due to the changing dif-
fusion mechanisms of oxygen. In particular, if oxygen
is able to diffuse deep inside the material the internal
structure can be weakened what leads to spallation and
mechanical failure.

4. Methodology for ablator response characteriza-
tion

To enable a proper design of heat shields based on
porous, low-density composite ablators, a complete
experimental analysis with parallel modeling is nec-
essary. The following phenomena have to be ana-
lyzed and described accurately: finite-rate chemistry
for pyrolysis gas, transport phenomena in porous
medium as well as in the boundary layer, and vol-
ume ablation with an ablation zone (microscopic de-
scription of the carbon fibers).

Finally, the methodology has to be extended by an
extrapolation strategy of the ground-testing conditions
to real flight values, combining experimental data and
numerical models. A flight extrapolation methodol-
ogy was implemented at the VKI for application to
reusable TPMs, which has to be approached and mod-
ified in order to be applied to the proposed work on
ablative materials.

4.1. Ablation thermochemistry in high-enthalpy flows

The 1.2 MW Plasmatron facility [18] is extensively
utilized at the VKI for ground-testing in atmospheric
entry flows. In-situ measurements of a new generation
of low density ablative materials will be performed for
characterization of:

1. Material response to plasma exposure (temper-
ature, heat transfer, ablation rate)

2. Flow field (surrounding gas phase, effect of
“blowing” due to outgassing products)

3. Radiation field (identification and quantification
of molecules and atoms such as C, C2, CN, CO).

A schematic of the experimental setup comprising
optical diagnostic bench for emission spectroscopy,
high-speed-camera, and 2-color pyrometer can be
found in Fig. 5. The successful application of emis-
sion spectroscopy encouraged the extend of the ex-
perimental setup by two more emission spectrometer
in order to examine the ablation thermochemistry not
only temporally but also spatially. The optical diag-
nostic bench consists of a light collection system, an
optical fiber and the spectrometer. The light emitted
by the plasma is collected through a variable aper-
ture and focused by a converging lens (750 mm fo-
cal length, LA4745) via two mirrors to the entry of
three 600 µm diameter optical fibers. The optics are
aligned perpendicular to the flow and tangential to
the test sample surface. By this, three points with
variable distance (by the magnification and arrange-
ment of the fibers) along the stagnation line through
the boundary layer are imaged onto the three optical
fibers. The fibers lead to three HR-4000 spectrome-
ters which cover a broad spectrum in the desired range
(200-1100 nm), suitable to rapidly determine radiating
transitions of atoms and main molecular bands. The
fixed entrance slit width of 5 µm and a 300 groove/mm
grating lead to a typical resolution of approximately
0.6 nm (specification of supplier: 0.03-1.0 nm, de-
pending on configuration). Calibration of the whole
system in relative intensity, consisting of the light col-
lection mechanism and spectrometer efficiencies, is
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Figure 5: Emission spectroscopy setup applied to Plasmatron using
three identical spectrometer focused on the reactive boundary layer
ahead of the sample combined with HSC-imaging

performed using a deuterium lamp in the UV range
(< 400 nm) and with a tungsten ribbon lamp (OSRAM
WI 17G) in the visible range (> 400 nm), hence, ob-
tained intensities are relatively comparable through-
out the different tests.

Surface temperature measurements are carried out
using a two-color Raytek Marathon MR1S-C pyrom-
eter (0.75 − 1.1 µm, Tmax = 3000°C). By using two
separate narrow wavelength bands and under the as-
sumption of an emissivity being independent of the
wavelength, the surface temperature of a gray body
can be measured independently of its emissivity. Cal-
ibration of the two-color pyrometer performed with
a blackbody radiation source gave an uncertainty of
δTS = ±10 K.

4.2. Multiscale analysis of porous& fibrous materials

Tested and virgin samples will be analysed at the
carbon fiber length scale of ∼1 µm. Microscopic
and spectroscopic examination will be done at the
research group on Electrochemical and Surface En-
gineering (SURF) of the Vrije Universiteit Brussel
(VUB). Scanning Electron Microscopy (SEM) as well
as spectroscopic tools, such as Energy-Dispersive X-
ray spectroscopy (EDX) and Auger Electron Spec-
troscopy (AES), will be used to analyze the ablation
phenomena of the carbon fibers and to evaluate the
degradation inside the material. By doing so, a mul-
tiscale analysis in macro-, meso−, and microscale is
being performed giving information about the depth

of pyrolysis and char layer. The thinning and erosion
of the carbonic fibers is of high interest [8; 19] as this
helps in identifying the depth of the ablation zone and
the susceptibility of the fibers to oxidation.

4.3. Data integration and ablation model validation
Physico-chemical models and material response

codes will be developed in parallel, which will ad-
dress the thermo-chemistry of the pyrolysis gases (e.g.
identification of the species produced), their transport
in the porous material as well as their evolution in the
boundary layer. This will be done by coupling flow
solvers with material response codes, at first, in a 1D
‘stagnation line’ description with a moving mesh to
account for the recession of the surface [20]. This ap-
proach will then be able to be extended to a 3D de-
scription.

The extracted experimental data will be employed
for comparison of observable data with model esti-
mates. In fact, the functional integration of both ex-
perimental and numerical data is essential to identify
the properties, physical processes and other factors re-
quired to fully characterize the ablation phenomenon.

As an illustrative example we refer to the surface re-
cession rate of an ablating material, which is the result
of complex thermo-chemistry and gas-surface interac-
tion. Well defined boundary conditions are required
for an adequate numerical simulation, which are in-
ferred from experimental observations of the quantity
of interest. For example, the recession of the ma-
terial is dependent on surface temperature and pres-
sure which can be taken from specific experiments for
a certain flow condition. The numerical model will
then present species-densities and mass fraction distri-
butions at the stagnation line of a simulated Plasma-
tron experiment on an ablative carbon-phenolic sur-
face as well as the temperature distribution throughout
the boundary layer. Such data is then able to be com-
pared to experimentally estimated concentration gra-
dients and temperatures in the boundary layer, identi-
fied by means of emission spectroscopy.

4.4. Flight extrapolation
Duplication of the real hypersonic reentry condition

in a ground-test facility can be achieved under the Lo-
cal Thermochemical Equilibrium (LTE) assumption if
the flight total enthalpy H f , the total pressure p f and
the velocity gradient at the wall β f are locally matched
on the test sample. To inversely extrapolate the real
flight condition from experiments, different steps are
performed based on the Local Heat Transfer Simula-
tion (LHTS) concept (Fig. 6). This methodology was
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developed at the Institute for Problems in Mechanics
of Moscow (IPM)[21] and applied to the Plasmatron
facility [22]:

At first, heat flux and pitot pressure are intrusively
determined during the experiment. The next step con-
sists of numerically simulating the plasma flow using
a Navier-Stokes-Solver characterizing the boundary
layer geometry around the test sample under LTE and
axisymmetric flow assumption (VKI ICP code [23]).
Finally, the VKI Boundary Layer Code [24] is solv-
ing the chemically-reacting stagnation line boundary
layer over a catalytic surface (the intrusively used
calorimeter) under non-equilibrium conditions. The
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Figure 6: Local Heat Transfer Simulation (LHTS): Accurate du-
plication of the re-entry flight condition, existing at the stagnation
point of an atmospheric entering vehicle, in a ground based plasma
facility.

input boundary conditions for this tool are obtained
from the experimentally determined heat flux and
pitot pressure (step 1) as well as the so called five non-
dimensional parameters (NDPs) coming from the flow
solver (step 2). The code then iterates on the bound-
ary layer outer edge temperature Te, until experimen-
tal and numerical heat flux are matched, and provides
outer edge enthalpy he and velocity ve.

This procedure is up to now able to rebuild the
freestream properties of the plasma jet and further,
to extrapolate ground tests on reusable heat shields
based on the principle of surface radiation to real flight
conditions, such as for ceramic tiles and C-SiC com-
pounds [25]. By flight conditions we mean a set
of freestream conditions that will reproduce in the
boundary layer of the space vehicle (near the stagna-
tion point) the same kind of environment as found in
the ground facility.

This methodology will be extended to ablative ma-
terial testing with implementing new numerical mod-
els and validating them by means of comprehensive

experiments. A complete analysis will be realized
consisting of the plasma flow field, the reactive bound-
ary layer (firstly in a stagnation line description), and
brought to completion by coupling the decomposing
material response. This will enable extrapolation of
ground tests to real flight conditions, giving the mate-
rial response of a specific material for selected points
along the reentry trajectory. Such complex studies
will allow for computation of the heat flux through-
out the degrading material and, therefore, make TPS
sizing possible.

5. Preliminary results on a carbon fiber preform

5.1. Atmospheric plasma tests

A low density, porous carbon fiber preform, ob-
tained from Mersen Scottland Holytown LTD, was
tested in the Plasmatron facility at sub-atmospheric
conditions (15-200 mbar). The bulk carbon preform
consists of 2D randomly oriented carbon fibers with
their through-the-thickness (TTT) direction parallel to
the flow direction. The fiber compound typically as a
density of around 180 kg/m3, depending on the fabri-
cation process and the nature of the precursor. The
sample shape exposed to the flow was a flat faced
cylinder of 45 mm length and 50 mm in diameter at
a distance of 445 mm to the plasma-torch exit. Two
type-K thermocouples were installed inside the sam-
ple at a distance of 10 mm and 20 mm downstream
the initial stagnation point. Intrusively measured cold
wall heat flux, surface temperatures as well as corre-
sponding ablation quantities such as mass loss and re-
cession are reported in Table 1.

Table 1: Test conditions (static pressure ps, mean cold wall heat flux
q̇cw) and comparison of surface temperatures at test end (TS ,end),
mass loss (ṁ) and recession (r) in air plasma at a test time of 90 s.

ps q̇cw TS , end ṁ r
[mbar] [kW/m2] [K] [g/s] [mm]

(#1) 15 1021 2288 6.88/90 7.0
(#2) 100 946 1909 5.49/90 5.0
(#3) 200 1026 2228 5.11/90 5.5

The cold wall heat flux was constantly kept at
1 MW/m2 for the three test cases with static pressures
in the test chamber varying between 15-200 mbar.
Surface and internal temperature histories of low (#1)
and high (#3) pressure case are presented in Fig. 7. A
malfunction was recorded by thermocouple 10 mm /
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15 mbar but is plotted for completeness. The internal
temperatures still indicate material differences com-
pared to a fully impregnated ablator, as both thermo-
couple outputs start rising quickly after sample injec-
tion. The protective endothermic pyrolysis processes
of a fully compounded composite ablator would pre-
vent penetration of the heat wave into the material.

For the flow conditions presented, the formation of
CO due to atomic oxygen is expected to be the domi-
nant reaction with the solid carbon of fibers (Cs). Re-
actions with nitrogen species as well as sublimation
are neglected in this regime:

O + Cs → CO (1)
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Figure 7: Surface and in-depth (10 mm & 20 mm from initial
stagnation point) temperature history for carbon prefom ablation
tests, mean surface temperature difference 4T = 70 K, thermocou-
ples located 10 mm inside show malfunction (15 mbar) or break at
Tmax = 1500 K

However, the surface temperatures being in the or-
der of 2200 K highly suggest a diffusion-controlled
regime making surface kinetics insignificant [26]. In
other words, the high thermal energy at the surface
promotes total depletion of oxygen by oxidation and
hence, reactions are only restricted by the ability of
oxygen to diffuse through the boundary layer to the
carbon surface.

The concentration change of atomic oxygen in the
freestream for the various conditions can be found in
Table 2, listing the boundary layer edge rebuilt val-
ues (free-stream enthalpy, density and oxygen con-
centrations, as well as the atomic oxygen diffusion
coefficient (at edge temperature Te), which will be
discussed below. From this it can be seen that the
freestream concentration of atomic oxygen for test #3
(200 mbar) exceeds that of test #1 (15 mbar) by a fac-
tor of almost 13 due to a strong density change (mass

fractions are constant throughout the tests). Both re-
cession and mass loss of test #1 at 15 mbar exceed
that of test #3 (200mbar) by around 30%, as can be
found in Table 1. This is somewhat counter-intuitive
as a higher oxygen concentration would be assumed to
lead to stronger oxidation mechanisms and, therefore,
higher recession of the material.

Table 2: Boundary layer edge rebuilding: Free-stream enthalpy he,
density ρe, atomic oxygen concentration cO and atomic oxygen dif-
fusion coefficient (at Te) for each static pressure (ps) condition.

ps he ρe cO DO

[mbar] [MJ/kg] [kg/m2] [mol/m3] [m2/s]

(#1) 15 22.65 0.6E-3 0.0087 0.52
(#2) 100 22.49 3.8E-3 0.0544 0.09
(#3) 200 20.42 7.9E-3 0.1121 0.04

A crucial period for tests of decomposing materi-
als is the time during “start-up” of the facility, which
is needed to operate the system to the target condi-
tions. During this procedure, which contains adjust-
ment of test gas, chamber pressure and heat flux, pos-
sible test specimens are hold on the injection mecha-
nism close to the hot plasma flow. This is known to
lead to additional errors in mass loss measurements as
the hot environment can already lead to decomposi-
tion of phenolic compounds through pyrolysis. How-
ever, this not likely to be the case for the carbon pre-
form as the bulk material is already fully carbonized.
Furthermore, manufacturer specifications of thermal
gravimetric analysis (TGA) claim that no considerable
oxidation processes start below 770 K and that mass
loss during a 6h analysis at 770 K resulted in only
0.35% mass loss. The thermal environment beside the
plasma jet is not assumed to reach this temperatures,
what can also be observed in Fig. 7 for the internal
thermocouples. However, the internal temperatures of
test #1 at 15 mbar exceed that of test #3 by around
140 K although the mean cold wall heat fluxes are al-
most identical.

In order to research into this problem we need to
consider the carbon preform as a porous medium at
microscale. In such a porous medium oxygen is able
to diffuse into the deeper structure if its diffusivity is
fast enough compared to oxidation reactions in the
surface char layer. This is modeled by the Thiele
number Φ, which is small if the diffusivityD is much
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higher than the fiber reactivity k f [m/s]:

Φ =
L√
Di/s f k f

(2)

with L being a characteristic length, e.g. the sample
length and s f the fiber volume surface [m2/m3]. Us-
ing Fick’s law it is able to retrieve averaged species
diffusion coefficients of a multi-component mixture
for species i:

Di =
1 − xi∑

j,i x j/Di, j
(3)

where Di, j are the binary diffusion coefficients given
by:

Di, j =
3
16

√
2πkBT (mi + m j)

mim j

kBT

pΩ
(1,1)
i, j

(4)

The atomic mass of the diffusing species i and j are
mi and m j, kB is the Boltzmann constant and Ω

(1,1)
i, j are

the collision integrals at pressure p and temperature T ,
which can be computed from fitting expressions pro-
vided in ref. [27]. From Equation 4 we can see that at
constant temperature but decreasing pressure the dif-
fusivity will increase. This is also listed in Table 2,
where the diffusion coefficient of oxygen based on the
outer edge temperature Te is given.

This brings us to the conclusion that in the case of
low pressure, where diffusivity increases and atomic
oxygen concentration decreases (leading to a lower
fiber reactivity k f ), the Thiele number can decrease.
As a consequence, oxygen would be able to penetrate
deeper inside the material leading not only to ablation
at the surface but also to degradation of fibers located
further inside the material. This necessitates an ex-
amination of tested samples at microscale in order to
be able to evaluate the degradation mechanisms of the
carbon fibers, as presented in the following section.

5.2. Microscopic analysis

Virgin and tested carbon preform ablation samples
were used to perform a microscale analysis by means
of Scanning Electron Microscopy (SEM). Figure 8
presents micrographs of the virgin material exposing
the carbon fibers at the surface of the test sample. Two
glued fibers can be observed being indicative of an av-
erage fiber length of l f = 650 µm and an average fiber
diameter of d f = 6.5 µm.

Figure 9 presents ablated fibers at the preform sur-
face after an ablation test at 100 mbar static pressure.

650μm

13μm

Figure 8: Surface of virgin carbon fiber preform showing two indi-
vidual fibers glued together illustrating fiber length (l f = 650 µm)
and doubled fiber diameter (d f = 6.5 µm).

On the first sight, a strong icicle shape of all fibers is
visible due to their oxidation at the surface. It can also
be said that the fibers shown in this micrographs are
glued together to a fiber-bundle, which is a result of
the manufacturing process of the preform. This leads
to a certain percentage of all fibers being intercon-
nected with a bunch of fibers to such bundles, embed-
ded in between randomly oriented, individual carbon
fibers. Several of such random fibers are shown in the
micrograph to the right. Here, a thinning of the fiber
is perfectly visible with the fiber diameter increasing
from the top (inside the boundary layer) to the fiber-
bottom (inside preform) reaching here almost the orig-
inal fiber diameter of d f = 6.5 µm. A similar subject
to thinning can be observed for the surrounding fibers.
This implies an oxidation zone for this particular pres-
sure case of ∼ 250 µm.

0.22 mm
5.5 μm

Figure 9: Ablated fibers at the preform surface (stagnation region,
surface exposed frontal to the flow), thinning due to oxidation;
right: Fiber seems to be shortened due to ablation to a length
of ∼ 220 µm with its diameter increasing from fiber-top to fiber-
bottom reaching almost the original fiber diameter of d f = 6.5 µm
→ oxidation zone of ∼ 250 µm.

Comparing these results with micrographs taken af-
ter an ablation test at 15 mbar, reveals a few signifi-
cant differences. Figure 10 presents such micrographs
showing a fiber bundle at the surface of the preform
being exposed to strong oxidation processes. How-
ever, compared to the micrographs shown before, a
real icicle shape is not visible but rather strong degra-
dation of the fibers over their whole length.

Such degradation in depth supports the assumptions
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~600 μm
10μm 

Figure 10: Fiber bundles exposed to the flow at the surface present
strong corrosion of fibers throughout their whole length rather than
a regular thinning from fiber-top to fiber-bottom.

found in the preceding section: A low pressure envi-
ronment may lead to both increased oxygen diffusion
along with decreased fiber reactivity, due to a lower
oxygen concentration. With this, oxygen would be
able to attack the fibers also in-depth rather than ab-
lating only at the surface. This can weaken the sub-
structure and for example lead to spallation, one mode
of mechanical breakdown of the material, releasing
small particles. Furthermore, fiber-bundels were iden-
tified in several micrographs of virgin but also ablated
samples as mentioned before. As those bundles are
embedded in-between individual fibers, they migh de-
tach as soon as the surrounding fibers are ablated to
a certain state, not able to retain a bundle anymore.
Such mechanical failure could be the reason for an
increased mass loss and recession of the material in
various flow conditions.

An illustration of mechanical destruction of the ma-
terial is given in Fig. 11, which shows two pictures
taken by different instruments: A conventional reflex
camera at comparable high exposure time (5 ms), ex-
posing bright sparks during the ablation test, as well as
a HSC image using a very short exposure time (5 µs).
This reveals the flow being highly loaded with parti-
cles coming from the preform, what was constantly
visible throughout the whole ablation test. This could
be the result of what was said before: detaching fiber
bundles as the preform ablates, releasing amounts of
glued fibers at once to the flow, which then burn up in
the hot plasma gas.

5.3. Comments

The preceding section briefly analyzed oxygen dif-
fusion into the porous medium underlined by micro-
graphs of ablated samples. However, although gas dy-
namics of the plasma flow are in continuum regime at

Figure 11: Images taken during a preform ablation test (ps =

100 mbar); left: conventional picture taken with Nikon D5000,
bright sparks visible (exposure time: 5 ms); right: taken with high
speed camera, flow loaded with illuminated particles, probably
assignable to spallation (exposure time: 5 µs)

the scale of the test sample, inside the porous preform
the scale of interest is much smaller. Here, the Knud-
sen number is defined as the ratio of mean free path λ
and pore diameter dp:

Kn =
λ

dp
(5)

Especially the fiber bundels, with a mean pore di-
ameter of the order of 10 µm, a high Knudsen num-
ber of Kn > 1 can occur leading for low pressures
to gas dynamics in the rarefied regime. This has to
be kept in mind for any theoretical analysis of abla-
tion in-depth of the material compared to pure surface
ablation. Especially numerical models for mass trans-
port at this small scale have to be adapted, e.g. using
Boltzmann solvers as in the direct simulation Monte
Carlo (DSMC), as the conventional macroscopic de-
scription using the Navier-Stokes equations is inap-
propriate in this regime.

6. Summary

The first part of this paper reviews the efforts un-
dertaken at the VKI in ablation testing during the last
years and concludes with an ablation testing strategy
for future investigations of innovative low-density ma-
terials. This methodology will be followed to obtain
crucial data for material response characterization, de-
velopment and validation of new numerical models
with final extension to real flight extrapolation.

The second part presents preliminary results of ab-
lation experiments on a carbon fiber preform, which is
the basic material for new class ablators before pheno-
lic impregnation. The material was tested at a constant
cold wall heat flux of 1 MW/m2 with varying static
pressures (15-200 mbar). A higher mass loss and re-
cession of the sample was found at lower pressure
level. SEM micrographs revealed strong degradation
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of carbon fibers over their whole length (650 µm), es-
pecially for low static pressures. This raised the ques-
tion in what extend oxygen is able to penetrate into
the porous material. A first estimation of diffusion co-
efficients of atomic oxygen resulted in a rise of more
than one order of magnitude from high (200 mbar)
to low pressure (15 mbar) cases. More experiments
along with numerical assistance are required to sup-
port those trends.
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Abstract

The general purpose of this thesis is to design an inductively coupled plasma (ICP) reactor for efficient production
of nanoparticles at industrial scale. In the present work, a mathematical model has been developed for simulating
the formation of nanoparticles in an ICP reactor. The model describes the evolution of the particle size distribution
accounting for particle nucleation and growth by condensation and coagulation, using the method of moments.
The effects of the quenching mechanism on the temperature fields and on the formation of the nanoparticles is
investigated. The results show that the cooling efficiency has a strong impact on the final particle size.

Keywords: ICP plasmas, nanoparticles synthesis, CFD modeling

Nomenclature

d1 Atomic size of the particle (m)
dm Particle mass diameter(m)
m1 Mass of the atom
D j Diffusion coefficient of particle of size j
j The size of the particle
j∗ Critical nucleus size
kB Boltzmann constant
m Mass of particle
Mk Moments of order kth

n Concentration of particle (m−3)
n0 Initial concentration of monomers (m−3)
ns Vapor concentration at saturation (m−3)
S Supersaturation ratio
T Temperature
~u flow velocity
w1 Initial metal vapor concentration (m−3)
µ Flow viscosity
λ Mean free path
ρ Density
Θ Dimensionless surface energy
slpm standard liter per minute

1. Introduction

Nanotechnologies, especially nanoparticles related
applications, have recently received tremendous in-
terest due to the great innovative potential they of-
fer. Nanomaterials are usually produced by com-
paction of nanoparticles powder. They are character-
ized by a larger number of grain boundary interfaces
in which the local atomic arrangements are different
from those of the crystal lattice [1]. The small size of
the nanoparticles is also responsible for many changes
in the thermo-physical properties compared with the
bulk materials, which makes them suitable for novel
applications. Examples of these new properties in-
clude lower melting temperature, improved hardness
and ductility, high self-diffusion coefficient, catalytic
activity, and intriguing optical and electronic proper-
ties. However, the processes used to generate those
nanoparticles play an important role in terms of parti-
cles size, morphology, crystalline phase and composi-
tion, which fundamentally determine the properties of
the nanostructure material.

Thermal plasma processing, and in particular
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high-frequency inductively coupled thermal plasmas
(ICTP), have shown several distinctive advantages
over other synthesis routes for nanoparticles. Due
mainly to its high temperature and energy density,
as well as the large plasma volume and long resi-
dence/reaction time, it is considered relatively easy, in
principle, to evaporate all injected micro particles and
then to quench and condensate the vapors to obtain
the desired nanoparticles [2]. Additionally, an ICTP
is generated without any internal electrodes and there-
fore inherently free of contamination and it offers the
possibility to work under a controlled atmosphere.

In spite of all these advantages related to ICTP, nei-
ther the precise control of the particle size, distribu-
tion and morphology nor mass production has been
successfully achieved in practice. The effects of the
plasma torch and quenching parameters, including re-
actor design and configuration, on the flow field and
on the formation of the nanoparticles appear to be of
enormous importance [3].

Modeling studies can play an important role in the
development and improvement of the nanoparticles
synthesis processes, providing an insight into the phe-
nomena involved and helping to identify the right op-
erating conditions to employ. However, a full theoret-
ical description of particles dynamics in plasma flows
within an actual industrial environment is very com-
plex. A complete model of such a system requires the
solution of the fluid mechanics equations of continu-
ity, momentum and energy, coupled with the electro-
magnetic field equations, which describe the genera-
tion of the plasma flow; with the description of mi-
cro particles evaporation in plasma flow; and with the
aerosol dynamics equations, describing the nanoparti-
cles formation. Nanoparticles are formed by numer-
ous coexisting mechanisms, such as nucleation, con-
densation, coagulation, surface reaction, and coales-
cence or sintering. Several methods have been devel-
oped to represent the evolution of a population of par-
ticles, droplets or bubbles in a flow fields. These popu-
lation balance methods often use statistical techniques
based on moments of distribution. Among these meth-
ods of moments, the method developed by Frenklach
[4] (MOMIC-Method of Moments with Interpolative
Closure) has been one of the most used to represent
the evolution of nanoparticle from a vapor phase. It
remains still a simple, effective and easy method to
implement. It can be used in a system within pres-
ence of nucleation, Brownian coagulation, condensa-
tion, thermophoresis, chemical reactions and aggre-
gates which allows to describe the morphology of the
powders produced.

In the previous study, an extended-field Compu-
tational Fluid Dynamic (CFD) model for simulating
the behavior of inductively coupled plasma torches
(ICPTS) had been implemented using the open source
code, OpenFOAM. The model has been used to study
the effects of operating conditions and torch design on
the velocity and temperature fields in the ICP torch.
Moreover, estimations of the particle residence time
and accumulative heat for the different operating con-
ditions has been done to evaluate the best conditions
for particle evaporation. In this study, the plasma CFD
model has been partially coupled with the nanoparti-
cles model, which describes the formation of nanopar-
ticles from a plasma vapor flow. The model is applied
to the zone of the plasma reactor where nucleation and
growth occurs, i.e, well below the hot plasma core,
where the gases are cooled and the vapor can super-
saturate and condense. Fig. 1 shows the schematic of
the ICP reactor used in this study.

L c
yl

 
L c

on
 

1st radial quench 

2nd radial quench 

Dout 

Dqc 

r 

x 

Rreac 
Colled Walls  

Plasma /vapor 

Dt 

Reactor 
zone 

Plasma  
torch 

Figure 1: Schematic of the ICP plasma reactor

2. Model description

Up to this point, the overall model developed to op-
timize ICP reactor design consists of two parts. The
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first part concerns the modeling and design of induc-
tive argon plasma, used for synthesis of the nanopar-
ticles. It essentially presents the fluid dynamics of
the plasma flow in the presence of an electromagnetic
field. Since on this work we focus on the nucleation
and growth of metal vapor, the plasma flow itself is
not included in the analysis. The second part deals
with the formation of nanoparticles accounting for nu-
cleation and growth by coagulation of the metal vapor
in the reactor zone, considering different mechanisms
of transport.

2.1. Nanoparticle Model
In the reactor zone, the metal vapor created in the

plasma zone is quenched and converted in nanopar-
ticles. To describe this phenomenon several assump-
tions are introduced:

• instantaneous homogeneous nucleation,

• the particles follow the fluid flow,

• the particles are spherical,

• Brownian coagulation in free molecular regime,
because of the small size of the particles,

• nanoparticle size with a log-normal distribution,

• the only growth mechanism is coagulation.

The particle size distribution functions (PSDFs) of
nanoparticles are obtainable by solving the general
dynamic equation for aerosol growth (Eq. 1), taking
into account the contribution of the different mech-
anisms (nucleation, coagulation, thermophoresis and
diffusion).

~∇ · (~un j) =

thermophoresis︷        ︸︸        ︷
−~∇ · (~uthn j) +

di f f usion︷        ︸︸        ︷
~∇ · (D j∇n j) +

nucleation︷  ︸︸  ︷
I j∗δ j− j∗

+
1
2

j−1∑
i= j∗

βi, j−1nin j−1 − n j

∞∑
i= j∗

βi, jni︸                                  ︷︷                                  ︸
coagulation

(1)

2.1.1. Particle nucleation
According to the classical theory [5], homogeneous

nucleation is the formation of particles from a super-
saturated vapor, which is caused by the fast cooling of
the gas. For the present model, the nucleation rate is
given by the expression developed by Girshick [6]:

I =
β11n2

sS
12

√
Θ

2π

(
Θ −

4Θ3

27ln2S

)
(2)

where S is the supersaturation pressure, β11 is
the Brownian coagulation coefficient between two
manometers and Θ the dimensionless surface energy.

2.1.2. Particle Growth-Coagulation
Coagulation is the interparticle phenomenon

wherein nanoparticles collide with one another,
due to a relative motion between them and adhere
to form a larger particle. After the instantaneous
nucleation, the particles coalesce due to the brownian
movement. Because most of the particles are smaller
than the mean free path, the typical Knudsen numbers
vary between 20 and 2000; therefore the Brownian
motion is assumed in free molecular regime. It is
characterized by Kn >> 1; in this case, the frequency
of collision is expressed by the following expression
presented by Frenklach [4]:

βi, j = 2.2

√
6kBT

4ρ

(
3m1

4πρ

) 1
6

√
1
mi

+
1

m j

(
m

1
3
i + m

1
3
j

)2

(3)

2.1.3. Thermophoresis
This phenomenon appears as a result of the gra-

dient of temperature experienced by the particles in
flow [5]. The thermophoresis velocity is independent
of the particle size in the free molecular regime and is
represented by:

~uth = −
0.55µ
ρT

~∇T (4)

2.1.4. Brownian Diffusion
In case of small particles flowing in the high tem-

perature zones of the rector, the Brownian motion be-
comes important. The diffusion coefficient of particle
of size d j is then given by [7]:

D j =
kBT

3πµd j

(
1 +

3.31λ
d j

)
(5)

2.2. Method of Moment

It is generally difficult to solve Eq. 1 because of its
nonlinearity. The method of moment reformulates the
problem into a small set of differential equations de-
scribing the evolution of the moments of the PSDFs.

The kth moment Mk is defined as

Mk =
1
ρn0

∞∑
i= j∗

jkn j (k = 0, 1, 2, ...) (6)
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The moments of the size distribution are normal-
ized with respect to the density ρ and the initial
monomers concentration n0 at the entrance of the re-
actor. The moments M of order 0 and 1 are the num-
ber concentration and mass of the particles in a given
volume, respectively. The moment of order 2 is also
known to be proportional to the light scattering by the
nanoparticles when they have much smaller size than
the wavelength of the incident light. Therefore, the
definition of the moments of size distribution leads to
the formulation of conservation equations (Eq. 1) in
terms of moments (Eq. 7)

∂ (ρMk)
∂t

+ ~∇ · (ρ~uMk) = −~∇ · (ρ ~uthMk) + ~∇ · (ρD~∇Mk)

+
I

n0
( j∗)k︸   ︷︷   ︸

nucleation

+
ρ2n0

4

[
k2 + k − 2

]
Φ0,0M2

k/2︸                            ︷︷                            ︸
coagulation

(7)

These conservation equations can be solved with
the flow equation to describe the spatial distribution
of the moments in the flow field.

The conservation of manometer in vapor phase is
obtained by the mass balance over the aerosol and the
vapor, as follow:

∂ (ρω1)
∂t

+ ~∇ · (ρ~uω1) = ~∇ · (ρD1~∇ω1) − I j∗m1 (8)

For the moments of order k the contribution of nu-
cleation and coagulation can be obtained directly by:

d(ρMk)
dt

(nucl) =
I

n0
( j∗)k (9)

and
d(ρM0)

dt
(coag) = −

ρ2n0

2
φ0,0M2

0 (10)

d(ρM1)
dt

(coag) = 0 (11)

d(ρM2)
dt

(coag) = ρ2n02φ0,0M2
0 (12)

In this study, the moment method is used for the
first three moments of the PSDF. Using the hypothe-
sis of log-normal particle size distribution, it is possi-
ble to calculate the different moments of the particle
size distribution in a close form using only the first
three moments of distribution. The collision coeffi-
cient φ0,0 is estimated by logarithmic interpolation of
the reduced moments µ = Mr/M0 of fractional order.
This method was proposed by Frenlach and Harris and
it is detailed in Refs [4] [8].

Total concentration M0
Mass of particles M1
Mass diameter d1M1/3/M0
Mean surface s1M2/3/M0
Mean volume v1M1/M0

Table 1: Principal physical properties of PSDFs

The principal physical properties of the PSDF
(mass mean diameter, standard deviation) are obtained
from the moments distributions, as defined on table 1
[5]. Therefore, a closed system of equation can be ob-
tained to describe the evolution of the moments distri-
bution in function of its own properties.

3. Model implementation

3.1. Reactor geometry and initial conditions
The nanoparticle model is applied to the reactor

illustrated in Fig. 1 with the quenching mechanism.
This ICP reactor has been developed in the von Kar-
man Institute for nanoparticles production at indus-
trial scale. The model is used to study the impor-
tance of the quenching on the final size of the parti-
cles. The quenching system consist of two quench-
ing units, positioned perpendicularly to the plasma jet
axis. This quench design type has been also simulated
by [9]. The geometry is considered as 2D axisymmet-
ric, specified as a wedge of a 5 degree angle and one
cell thickness along the plane of symmetry (Fig. 2).
The quenching inlet is therefore a uniform slot (which

Reactor inlet 

Axis of symmetry 
 

x 

r 

Quench inlet 

Figure 2: Axisymmetric geometry and reactor mesh.

corresponds to an annular injection around the quench
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Figure 3: Inlet profiles at the entrance of the reactor.

unit) of equivalent diameter of the real radial quench
inlets. The positions of the first and second quench
units, and its respective intensity and injection angle
had been previously study in order to determine the
better conditions for fast cooling without a large per-
turbation of the flow.

In all the cases studied, the profiles at the entrance
of the reactor are from the exit conditions of the in-
ductive plasma torch solution for 5kW of dissipated
power, 0.96g/s of argon mass flow and 1% of metal
vapor (Fig. 3).

3.2. Simulations

Before analyzing the effects of the quench design
on the nanoparticles formation, some numerical pa-
rameters has been investigated to obtain satisfactory
convergence and stability. The grid size dependency
has been analyzed, together with different numerical
schemes and solver controls. The k-Omega SST and
k-Epsilon models have been also implemented and an-
alyzed for the expansion of the plasma jet into the
reactor zone. The results obtained show that the k-
Omega SST is more suitable, predicting satisfactory
behavior for the plasma jet. In contrast, with the k-
Epsilon models the plasma jet suddenly extinguishes
after entering the reactor, as can be seen in Fig. 4.

Figure 4: Static Temperature along the Axis for dif-
ferent turbulence models

The presence of strong turbulence in the particle
formation zone is expected to affect the transport of
the vapor and thus the trajectories of the nanoparticles.
Shigeta and Nishiyama [10] have reported that turbu-
lence must be accounted for even for relatively small
overall Reynolds numbers. The plasma jet flame is
often wavering and unstable accompanied with dras-
tic heat/species transfer.

The gas flow temperature, velocity and concentra-
tion fields, together with the moments equations are
then solved, in the reactor zone, assuming steady state,
in turbulence regime modeled by k-Omega SST model
and at atmospheric pressure. Thereafter, the effects of
queching rate, number position and angle are investi-
gated.

4. Results and Discussion

Three different design conditions are presented. In
the first case the reactor (No Quench) does not have
any quench, only cold walls in the rector zone. In the
second case (1 Quench) only one quench unity is con-
sidered, positioned at 95mm from the the reactor en-
trance, with 35 slpm of argon quenching gas injected
with 45◦. The third reactor (2 Quench) uses a sec-
ond similar quench units with 100mm distance from
the first one and with 30 slpm of argon quenching gas.
Figure 5 presents the temperature and the axial veloc-
ity contours for the three cases. As can be seen, the
presence of the quenching units not only determines
the cooling of the plasma jet but also has a strong ef-
fect on the flow trajectory, and therefore on the dif-
fusion of the vapor in the reactor (Figure 7). The in-
troduction of the first quench unit creates a shielded
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(a) No Quench (b) 1st Quench (c) 2nd Quench

Figure 5: Temperature contours [K] (left); Axial velocity [m/s] (right)

zone, keeping the vapor at the center of the reactor
and favoring the stabilization of the flow. On the other
hand, the second quench increases the cooling rate but
also creates a small recirculation zone around its loca-
tion. Fig. 6 shows the effects of the quench on the
temperature fields in the reactor by plotting the axial
profile of temperature at center line and the radial pro-
file at x = 0.4m for the cases of no quench, one stage
and two stage quench, respectively. As expected, the
injection of gas strongly affects the the temperature
field by promoting a fast cooling of the flow. The
concentration of vapor is reduced when the nucleation
begins and also by dilution in case of quench injec-
tion. The temperature field and the vapor concentra-
tion indicate where the particles are formed or nucle-
ation occurs. The temperature fields in the reactor es-
tablish the vapor pressure which influences the nucle-
ation rate and strongly determines the coagulation and
the thermophoresis terms.

Figure 8 shows the contours of the mean mass di-

ameter with the concentration of particles for the three
cases. The mean mass diameter is a physical prop-
erty of PSDF in terms of moments, given by dm =

d1(M4/3/M0). Where d1 is the atomic size of the par-
ticle, M4/3 and M0 are calculated moments. After the
nucleation, the primary particles continue to grow due
to the coagulation process. The effects of the quench
design on the average mass diameter and particle con-
centration at the exit of the reactor can be seen in
Fig. 8. The fast cooling introduced by the quenching
units causes a decrease of the exit mean diameter. In
case of no quench, large particles are formed near the
walls (≈ 50nm) and the amount of formed particles is
therefore lower. These results confirm the strong in-
fluence of quench design on the control of the particle
size distribution. Similar results have been achieved
by [7], [10] and [9], showing the dependence of the
final particle size on the applied quenching.
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(a) at r= 0m (b) at x= 0.4m

Figure 6: Axial and radial temperature profiles

(a) No Quench (b) 1st Quench (c) 2nd Quench

Figure 7: Vapor mass fraction contours
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(a) No Quench (b) 1st Quench (c) 2nd Quench

Figure 8: Left: Average Mass Diameter [nm]; Right: Concentration of particles [m−3]
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Figure 9: Effects of the quench units at the exit of the reactor
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5. Conclusion

The mathematical model was developed to simu-
late the formation of nanoparticles in an ICTP reactor.
The model can be applied to study the importance of
many parameters on the size distribution of the parti-
cles and morphology. In this present work, numerical
investigation using the model was conducted to clar-
ify the effects of the quenching flow. The results show
that the quench strongly affects the temperature distri-
bution in the reactor and consequently has a decisive
impact on the final particle size. The diameters ob-
tained at the exit of the reactor are between 40 and
50nm for the case without quench, 23 and 45nm us-
ing one quench unit and between 12 and 45nm using
the double quench unit. This present model is limited
to particles in free molecular regime and to nucleation
and coagulation mechanism of growth. As reported by
[7], the final size diameter does not change from con-
sidering only coagulation growth process. Although
the condensation mechanism seems to have a dom-
inant contribution in the growth, the overall growth
mechanism is balanced.

The further extension of the model will include the
condensation mechanism of growth, as well as a solid
particle aggregation model. Different quench posi-
tions, intensities and injection angles will be also in-
vestigated in order to optimize the reactor design and
the controlling of the final particle size.
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Abstract

The characterization of the flow produced by CIRA SCIROCCO and VKI Plasmatron plasma wind tunnels
was performed. The peculiar features of the two plasmas were addressed using optical emission spectroscopy,
photomultiplier spectroscopy and high speed camera imaging. The temperature and total enthalpy were measured
and compared to results from traditional diagnostics. Finally, the critical aspects and future perspectives are
discussed.
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1. Introduction

The development of new aerospace vehicles for fu-
ture planetary exploration is a challenging task and
involves a wide range of scientific and industrial ex-
pertise. One of the most important aspects is the ap-
propriate design and implementation of Thermal Pro-
tection Systems (TPS). In this framework, the ac-
curate reproduction of atmospheric entry phenomena
in ground facilities for testing purposes is impera-
tive. Nowadays, different technologies exist to pro-
duce plasma flows suitable for aerothermodynamic
testings of TPS and the most popular are arc-jet wind
tunnels and inductive coupled plasma (ICP) torches
[1]. The technology adopted to get the plasma dis-
charge is the key feature and it heavily influences the
plasma flow aerothermochemistry. In arc-jets, the gas
mixture is heated up by means of a DC discharge be-
tween two electrodes. Corrosion phenomena of the

electrodes inner surface can introduce impurities in
the flow. In ICPs, the gas is heated up by Joule effect
inside a quartz tube, where a RF cylindrical discharge
is generated. Because of the electrodeless design, the
plasma is characterized by high purity. However, the
power supply technology can be a source of undesir-
able unsteady heat and mass transfer phenomena in
the flow.

The present work focuses on the experimental in-
vestigation of the flow produced by the two major
European plasma facilities: SCIROCCO [2], [3] and
Plasmatron [4], [5]. The first is a 70 MW arc-jet
plasma wind tunnel and it is located at the Italian
Aerospace Research Center (CIRA), the second is a
1.2 MW ICP torch and it is located at the von Kar-
man Institute (VKI) for fluid dynamics. The peculiar
features of the two types of plasma were addressed
using optical emission diagnostics. In particular, Op-
tical Emission Spectroscopy (OES) and Photomulti-
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Figure 1: Simplified scheme of the CIRA SCIROCCO plasma wind tunnel with nozzle exit section diameter D=1150 mm. Side View.

Figure 2: Simplified scheme of the experimental set-up for the
CIRA SCIROCCO plasma wind tunnel (AURORA configuration,
D=187 mm). View from the top.

plier Tube (PMT) spectroscopy were applied in the
CIRA SCIROCCO plenum chamber for a set of con-
ditions between 14.6 MW and 31.4 MW input elec-
trical power. High Speed Camera (HSC) imaging and
OES were applied to the VKI Plasmatron free-stream
flow for a set of input electrical power between 120
kW and 300 kW. The above mentioned optical diag-
nostics were coupled to intrusive diagnostics in both
cases. The final aim of the work is to investigate the
total enthalpy determination methodologies in the two
facilities.

Section II is dedicated to the experimental set-up.
The description of the applied elaboration procedures
is undertaken in section III. The experimental results
are presented in section IV. The last part is dedicated
to conclusions and future perspectives.

2. Experimental Set-up

2.1. CIRA SCIROCCO

SCIROCCO is the biggest and most powerful seg-
mented constrictor type arc-jet facility worldwide. It
uses a 70 MW DC power supply to ignite and sustain
the electric arc into its 5500 mm long constricted-arc
heater, between the anode and cathode packages (see
Fig. 1). The constrictor internal diameter is 110 mm.
The DC power is obtained through a cascade of high
power transformers and a 12 pulses rectifier, fed by a
dedicated high voltage AC line (50 Hz). After the rec-
tification stage, a set of capacitance filters are used to
smooth the conversion ripple. The nominal levels for
DC voltage and current are V=30 kV and I=9000 A
respectively. The cold gas mixture, made up of air and
argon, is injected in the arc column in distributed loca-
tions using a swirling pattern. The maximum air mass
flow rate is mair=3.5 kg/s and the total pressure in the
arc heater can reach P0=17 bar. The gas is heated up
by the arc and expanded through the nozzle. It then
enters an evacuated test chamber, where the test arti-
cle is placed. The nozzle exit diameter can be changed
between D=187 mm and D=1950 mm, according to
five different configurations. For the considered set of
test conditions, two exit diameters were used: D=187
mm (AURORA configuration, where only the throat
section is installed) and D=1150 mm. The pressure in
the chamber is typically set to 0.10 mbar. The nominal
flow Mach number is 12. Hot gas exits through a 50 m
long diffuser and is cooled down by an active heat ex-
changer, before going to the 80 MW vacuum system
and the purge unit to remove polluting products (such
as NOx). Although the nominal mass-averaged total
enthalpy is H0=45 MJ/kg, for typical test conditions
H0 is usually below 20 MJ/kg. Further details about
SCIROCCO can be found in [2] and [3].
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Figure 3: Simplified scheme of the VKI Plasmatron plasma wind tunnel with nozzle exit section diameter D=160 mm. Side View.

The experimental set-up is described in Fig. 2. The
OES was performed using a silica optical fiber (200-
1000 nm) looking directly at the internal part of the
plenum chamber through an SMA connector and an
integrated quartz window. The optical access disk is
placed ∼ 180 mm upstream the throat inlet section and
its internal diameter is 172 mm. The diameter of the
fiber core was 600 µm and the numerical aperture was
0.22 ± 0.02. The optical fiber was chosen to max-
imize the collected light intensity from the plasma.
The light from the plasma was brought to the front en-
trance of a Jobin-Yvon HR460 spectrograph, having a
focal length of 460 mm and a grating resolution of
1200 groves/mm. Spectral components were recorded
using a Symphony CCD camera placed at the spectro-
graph front exit. It was characterized by a 1024 × 256
pixel matrix (with pixel dimensions of 26 × 26 µm).
The entrance slit was set to 0.001 mm. Preliminary
investigations in the wavelength range 200-1000 nm
showed that N and O emission lines were dominant
for the conditions of interest. Therefore, the analy-
sis range was limited to 670-900 nm. The spectrum
was calibrated in absolute intensity using a low power
halogen source Avantes AvaLight-DHc. The wave-
length calibration was performed using a low pressure
mercury (Hg) lamp. The resolution was determined
from the Hg lamp as well and it resulted in 0.1 nm Full
Width Half Maximum (FWHM), which was not suffi-
cient to resolve the single lines of the Oxygen triplet
at 777 nm.

The PMT spectroscopy was applied to the plasma in
the plenum chamber to investigate the temporal evolu-
tion of the emission signature. The optical fiber chan-
nel was used again to couple the light to the front en-
trance slit of the spectrograph (Fig. 2). A mirror was
used inside the spectrograph to switch the diffracted
light from the front exit (where the CCD camera was
placed) to the side exit (where the PMT was placed).
The grating was set to a central wavelength of 777
nm, to capture the temporal evolution of the light in-

tensity associated to the O triplet. The spectral range
was estimated to be about 20 nm. The entrance and
exit slit were both set to 0.1 mm. The shutter was
left open. The PMT was a Hamamatsu H7680 with
a spectral range going from 400 nm to 900 nm and a
bialkali photocathode. The gate/trigger signal to the
PMT was provided through an Agilent 33120A 15
MHz waveform generator. Whereas, the output sig-
nal was acquired by means of an Agilent DSO6034A
oscilloscope. The sampling frequency was set to 400
kHz and the acquisition interval to 2 s. The automatic
control and acquisition were performed remotely us-
ing LabView.

The total pressure was measured using a Validyne
P55A (0-22 bar range) connected to a pressure tap lo-
cated on the optical access disk as well (Fig. 2). The
mass-averaged total enthalpy (H0) was measured ap-
plying a heat balance method, following the proce-
dure outlined in [6] and [7]. In such method, H0 is
determined by dividing the total power input by the
mass flow rate of the test gas. The total power input
is the electrical power minus the Joule heating loss in
the ballast resistors used for current regulation and the
cooling water loss. The mass-averaged total enthalpy
was also determined using an improved version of the
ARCFLO code. Details about the code can be found
in [8] and [9].

2.2. VKI Plasmatron

The VKI Plasmatron facility is the biggest and most
powerful ICP torch worldwide. It uses a 1.2 MW RF
power supply to ignite and sustain the plasma dis-
charge. First of all, the 11 kV, 50 Hz voltage level
coming from the network is adapted using a 1.7 MVA
transformer (Fig. 3). The output signal is then rec-
tified using a 12 pulses bridge and smoothed using
chokes. The nominal values of DC voltage and cur-
rent are 250 V and 5000 A respectively. A 1.2 MW,
400 kHz MOS inverter is then used to feed a single
turn flat coil inductor. The RF cylindrical discharge is
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Figure 4: Simplified scheme of the experimental set-up for the VKI
Plasmatron plasma wind tunnel. View from the top.

generated inside the torch composed of a quartz tube
with an internal diameter of 200 mm and 5 mm thick-
ness, and a cold-cage of D=160 mm internal diameter
consisting of water-cooled copper segments inserted
inside to prevent from severe overheating. The plasma
discharge is ignited using a small amount of argon.
The cold gas mixture (air at 16 g/s for the test con-
ditions of interest) is then injected in an annular way
into the quartz tube and heated up by Joule effect. The
plasma enters the test chamber, where the test article is
placed. In the case of interest no nozzle was installed
(see Fig. 3) and the plasma jet was subsonic. The
chamber is usually kept at a pressure between 15 mbar
and 200 mbar, depending on the testing conditions.
The plasma exits through a diffuser and it is cooled
down by a water cooled heat exchanger. The vacuum
system is composed by a roots pump and a set of three
rotating vanes pumps. After proper dilution, the prod-
ucts are finally released to the atmosphere through an
exhaust. The overall facility is equipped with a cool-
ing system using a closed loop deionized water circuit
coupled to fan coolers. See [4] and [5] for further de-
tails.

The experimental set-up is sketched in Fig. 4. The
HSC imaging was performed using a Vision Research
Phantom v7.0 CMOS camera (Fig. 4). The camera
is characterized by a depth of 8 bit and the sensor is
in black and white. The camera was equipped with
a wide-angle VIS objective (12 mm focal length) to
ensure the complete visualization of the plasma flow.
The image resolution was set to 256 × 608 pixels and
the acquisition rate was set to 13.16 kHz. The result-
ing acquisition interval was ∼ 0.34 s for a total number
of 4504 acquired frames.

Three Ocean Optics HR4000 spectrometers were
looking at the plasma centerline for three different dis-
tances from the nozzle exit section: x1 = 19.5 cm, x2 =

32 cm and x3 = 44.5 cm (1.2, 2 and 2.8 nozzle diame-
ters D=160 mm respectively). The HR4000 spectrom-
eter was characterized by a wavelength range of 200-
1100 nm. The light was coupled to the spectrometer
through a plano-convex fused silica lens and a quartz
optical fiber (Ocean Optics QP600-SR/BX). The op-
tical system was arranged according to the Newton’s
law for thin lenses to focus a collimated beam of light
passing through the plasma centerline onto the fiber
entrance. The beam of light had a diameter of ∼ 2 cm,
low enough to consider the emitted radiation at the
three distances x1, x2 and x3, uniform for the condi-
tions of interest. The optical fibers were characterized
by a 600 µm core diameter and an optimized numeri-
cal aperture to match the entrance slit of the spectrom-
eter. The spectra were acquired using a 0.5 Hz repe-
tition rate. The intensity calibration was performed in
relative units combining a deuterium lamp in the UV
(DH-2000 Mikropack) and a tungsten ribbon lamp in
the VIS and NIR (OSRAM Wi 17/G). The wavelength
calibration was performed using a low pressure Hg
lamp (Oriel 6060). The Hg lamp was used to deter-
mine the spectral resolution as well and it resulted in
∼ 0.9 nm FWHM. Each HSC movie was synchronized
with the first spectrum acquired from the three spec-
trometers using a pulse generator.

The voltage output from the 12 pulses rectifier was
monitored using a LeCroy LT584 oscilloscope at 100
kHz sampling frequency and 2 s acquisition inter-
val. The oscilloscope was coupled with a calibrated
10× voltage probe. The heat flux (qcw) was mea-
sured using a copper calorimeter embodied in a stan-
dard copper probe and the dynamic pressure (pd) was
measured by a Pitot probe [10]. Heat flux and pres-
sure were the input for the VKI rebuilding code [11],
which was used to retrieve the free stream temperature
and enthalpy. Reference catalycity (γre f ) and non-
dimensional parameters were taken from [10]. Notice
that both probes were injected 445 mm downstream
the nozzle exit section, right at the location of the op-
tical path at x3 = 445 mm (see Fig. 4).

3. Elaboraton procedures

3.1. OES in the plenum chamber

The investigation of the thermodynamic state of the
plasma flow produced by SCIROCCO is a challeng-
ing task. Due to the strong expansion through the
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Figure 5: Simplified scheme of the procedure for the radial temper-
ature profile extrapolation from line-of-sight measurements

nozzle, the free-stream plasma is far from Local Ther-
modynamic Equilibrium (LTE) [12]. Therefore, the
measurement of the total enthalpy using OES in free-
stream is extremely difficult. However, before the
plasma undergoes the compression-expansion phase
(in the plenum chamber), it is still subsonic and the
high P0 (in the range 3.5 - 6.8 bar for the test cases
of interest) promotes the thermalization of the energy
level distributions according to the classical Boltz-
mann function. If the hypothesis holds true, the to-
tal enthalpy radial profile can be directly determined
from the temperature profile. Furthermore, the mass
averaged total enthalpy (i.e. one of the key param-
eters for ground testing) is known once temperature
and velocity profiles are available. Of course, the
LTE assumption is questionable. First of all, the ef-
fect of the electrical discharge located ∼ 320 mm up-
stream the optical access disk in the cathode package
could be non-negligible. Both the mere presence of
the discharge and the arc root motion could promote
non-equilibrium (NLTE). Moreover, there is the pos-
sibility that the thermodynamic conditions are non-
uniform along the plenum chamber radius, as pointed
out in [13]. Finally, the possibility of NLTE cannot
be ruled out. Nevertheless, the elaboration procedure
presented hereafter, which allowed to retrieve an es-
timation of the temperature and total enthalpy (h0)
profiles, is based on the assumption of LTE along the
plenum chamber radial coordinate. The reliability of
such assumption will be discussed together with the
experimental results.

The chosen strategy consists of fitting the exper-
imental calibrated spectrum with a theoretical spec-
trum, which is the result of the line-of-sight integra-

Figure 6: Example of radial temperature profiles extracted from
ARCFLO. Tcentral = 8000 K, Tedge = 1000 K

tion of simulated spectra according to a guessed para-
metric radial temperature profile. It is interesting to
report that in similar works (such as [13]-[15]) the
simplest approach was used regarding spectral emis-
sion: radial uniformity. A simplified scheme is pre-
sented in Fig. 5 to clarify the procedure. The trans-
verse plane of the plenum chamber was discretized in
2N=172 concentric disks. Because the plenum in-
ternal diameter is Dpl= 2 · Rpl =172 mm, the dis-
cretization step was 1 mm. The temperature profile
was assumed axisymmetric with respect to the center-
line. Furthermore, the thermodynamic features were
assumed uniform within each single layer. The typical
temperature radial profile shapes were extracted from
ARCFLO and they were characterized by three pa-
rameters: central profile temperature i.e. temperature
on the axis (Tcentral), temperature at the profile edges
(Tedge) and a unique index associated to the particular
shape of the profile (ind). In Fig. 5, two radial pro-
files are presented, just to show the difference between
a fully developed profile (a) and a non-developed one
(b). The developed profile corresponds to the uniform
radial spectral emission case.

From Fig. 6 it is possible to appreciate a selection
of temperature profiles (presented here for the sake of
example) characterized by Tcentral = 8000 K, Tedge =

1000 K and ind ranging from 1 to 5377. Indeed, the
total number of profile shapes used for the spectral fit-
tings was 5377. Index equal to 1 represents the case of
starting profile, with the plasma condensed around the
axis, where the electrical arc is located. Conversely,
ind = 5377 represents the fully developed case and the
example intermediate profiles represent the transition
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between the two extremes. The set of 5377 profiles
used for the fittings were considered representative of
all the possible profiles the temperature can assume
within the plenum chamber.

The spectral fitting was performed by minimizing
the two parameters RMS error (RMS E) function, de-
fined as in Eq. 1 [12]:

RMS E(Tcentral, ind) =

√∑M
i=1(S exp(i) − S th(i))2

M
.

(1)
where M is the total number of spectral points, S exp

is the calibrated and normalized experimental spec-
trum and S th is the normalized theoretical spectrum
obtained from the integration of the theoretical spectra
associated to each one of the discretized layers along
the line-of-sight (see Fig.5), according to their own
temperatures. Tedge was kept constant at 1000 K for
the test cases of interest, following the approach out-
lined in [9]. The S th which minimizes the the RMS E
function automatically gives back the resulting tem-
perature radial profile. It is important to underline that
the experimental calibrated spectrum is exactly the in-
tegrated light emission along the optical path. The
theoretical spectra were obtained using the freeware
Specair 2.2 [16] and the mole fractions for O and N
species were obtained using the CEA code for LTE
calculations [17].

A basic assumption of the aforementioned ap-
proach is that the optical fiber is collecting light along
the optical path only, despite the fact that the numeri-
cal aperture is not 0 (i.e. 0.22 ± 0.02). However, be-
tween the plenum chamber wall surface and the fiber
tip there is a 53 mm long cylindrical channel with
opaque surfaces and 1.8 mm diameter. A test was
performed using a VIS-NIR source coupled with the
optical fiber, to ensure that the rays entering the hole
with angles different from 0◦ did not reach the fiber
acceptance cone. Conversely, the rays orthogonal to
the plenum chamber internal surface were allowed to
reach the fiber tip and to be guided to the spectro-
graph.

The radiation model took into account the NIR self-
absorption [18]. The emission intensity at the n − th
discretized layer (refer to Fig. 5) and generic wave-
length λ (In(λ)) was expressed as Eq. 2:

In(λ) = Bλ(Tn)[1 − exp(−k′n(λ)L)]+
In−1(λ)exp(−k′n(λ)L).

n = 1, 2, ..., 2N.
(2)

where Bλ(Tn) is the Planck blackbody function (de-
pending on the temperature of the n − th layer Tn),
k′n(λ) is the absorption coefficient corrected for stimu-
lated emission and L is the n − th layer width (it was
constant for the case of interest and equal to 1 mm).
This is an iterative procedure: the emission from the
n − th layer depends on the emission from the layers
between 0 and n-1. Additional details about the pro-
cedure can be found in [18].

3.2. PMT spectroscopy in the plenum chamber
The PMT spectroscopy was applied in the plenum

chamber of the SCIROCCO facility to investigate the
temporal evolution of the plasma flow optical emis-
sion. The time signal from the PMT was simply ana-
lyzed in the frequency domain applying a FFT trans-
form [12]. Both arc root motion and power sup-
ply conversion ripple could induce unsteady heat and
mass transfer in the flow, resulting in emission os-
cillations. In the first case, the random nature of
the phenomenon will yield no specific spectral sig-
nature. Conversely, the 12 pulse rectifier introduces
a frequency component at 600 Hz (the network fre-
quency times the number of pulses: 50 × 12 Hz = 600
Hz) plus its harmonics. Additionally, the 50 Hz com-
ponent itself (plus harmonics) could be found in the
spectrum. The analysis of the FFT will tell how effi-
ciently the capacitance filters and the high P0 level in
the plenum chamber damp the emission oscillations.

3.3. HSC imaging in free-stream
The investigation of the VIS optical emission field

at high speed allowed to have a qualitative picture of
the unsteady heat and mass transfer occurring in the
plasma flow produced by VKI Plasmatron. The anal-
ysis of the acquired frames allowed to point out the
effect of the test chamber pressure (ptc) both in time
and frequency domains [19]. Furthermore, the FFT
analysis was applied to investigate the frequency com-
ponents of the emission oscillations and a comparison
was performed with the FFT of the voltage signal ac-
quired by the oscilloscope at the output of the rectifier.
The frequency analysis range was limited to 6.58 kHz
(half of the acquisition rate 13.16 kHz, to fulfill the
Nyquist criterion). However, it resulted sufficient to
include the relevant frequency components for all the
operating conditions of interest.

3.4. OES in free-stream
The temperature is one of the key physical quanti-

ties in plasma flow characterization and it is the start-
ing point for the total enthalpy determination. The
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peculiar features of the subsonic flow produced by
the VKI Plasmatron facility make the task challeng-
ing. The unsteady heat and mass transfer induced by
the RF power supply promotes intense mixing in the
flow and a potential NLTE condition or a non-uniform
thermodynamic state condition along the radial coor-
dinate. Furthermore, the test chamber pressure and the
power level could play a significant role in the defini-
tion of the boundary between LTE and NLTE condi-
tions. The aforementioned issues were addressed by
taking them from the other way around: the LTE as-
sumption was taken for all the test cases of interest
and the results were critically analyzed to check back
the validity of the preliminary hypothesis.

The plasma flow temperature was measured by fit-
ting the calibrated experimental spectra with theoret-
ical spectra generated through Specair 2.2 [16] using
the LTE approach. The best fit was obtained by min-
imizing the RMSE function defined in Eq. 1. In that
case, S th is the theoretical spectrum at the LTE tem-
perature TLT E . Of course, the RMSE is a function of
TLT E only in the present case. The attention was fo-
cused on the spectral region between 300 nm and 450
nm, where CN, N2 and N2+ mostly emit. The pres-
ence of the CN was due to carbonaceous impurities
in the test gas. The mole fractions were generated us-
ing the VKI MUTATION library [20]-[22]. Prelimi-
nary investigations were performed including the self-
absorption model offered by Specair 2.2 [16]. How-
ever, no significant difference was appreciated against
the thin plasma case for the temperature range of in-
terest.

Table 1: Test conditions matrix - CIRA SCIROCCO test campaign
Test I mair Pel P0 H0HB H0AF

A kg s-1 MW bar MJ kg-1 MJ kg-1

1 2014 0.70 14.8 3.5 11.6 11.63
2 2715 1.00 23.2 5.0 12.5 13.11
3 2806 1.30 27.0 6.3 11.7 13.00
4 2889 1.31 27.9 6.3 12.0 13.27
5 3801 1.29 36.0 6.8 14.1 15.50
6 3805 1.30 36.2 6.8 14.1 15.50
7 4024 0.84 31.3 4.7 16.6 17.08

An important aspect to be considered is that the pre-
sented experimental set-up only allowed to measure
line-of-sight spectra at the plasma centerline. No de-
convolution methods (such as Abel inversion) could
be applied to retrieve the radial temperature profile.
However, the two methodologies can be considered
equivalent when the plasma is approximated by an
uniform and homogeneous column. Therefore, if the
temperature gradients along the radius are sufficiently

low, while greatly simplifying the analysis procedure,
the use of line-of-sight spectra would not produce any
noticeable temperature difference with respect to the
one obtained through de-convolution methods. To val-
idate such hypothesis, the radial temperature profiles
were obtained for one selected operating condition
(P=200 kW and ptc=100 mbar) at x1 and x3 distances.
The spectra were acquired during a previous test cam-
paign at the VKI Plasmatron and the temperature was
retrieved by applying the same fitting procedure de-
scribed in the present subsection. The maximum tem-
perature difference found between the centerline and
the plasma edges was ∼ 800 K (∼ 10% of the center-
line temperature), therefore the line-of-sight approach
could be considered reliable. The detailed description
of the experimental set-up and calibration process can
be found in [23].

The second major issue is related to the unsteady
nature of the plasma flow. The fluctuations in the
plasma correspond to optical emission fluctuations
and in turn to temperature fluctuations. Because of
the spectrometers limited sampling frequency (i.e. 0.5
Hz), only stationary phenomena could be investigated.
Indeed, the spectrometer acquires a spectrum which
is the integration of all the spectral signatures emit-
ted during the exposure time, according to the tem-
perature evolution. Unfortunately, the integrated (i.e.
averaged) spectrum does not correspond in general to
the spectrum at the average plasma temperature. The
distribution of the energy levels is influenced by the
temperature of course, but it is not possible to estab-
lish any simple relation between the latter and the as-
sociated spectral signature. The issue will be further
discussed in Section IV, along with the experimental
results.

4. Experimental results

4.1. OES in the plenum chamber
The test campaign performed in the CIRA

SCIROCCO facility consisted of seven operating con-
ditions. The relevant parameters and the results from
the fitting procedure are reported in Table 1. The test
cases are listed for increasing values of arc current.
The nominal conditions for test 5 and 6 were equal:
the acquisitions were performed in the context of the
same run within 2 minutes. That allowed to investi-
gate the short term repeatability of the measurements.

Pel is the electrical power, H0HB is the mass av-
eraged total enthalpy obtained through heat balance
method and H0AF is the one from ARCFLO. The max-
imum measurement errors (combination of statistical,
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Table 2: Results from fitting procedure - CIRA SCIROCCO test
campaign

Test Tcentral ∆Tcentral ind ∆ind RMS Emin ∆RMS Emin h0(r = 0) ∆h0(r = 0)
K K - - - - MJ kg-1 MJ kg-1

1 7780 117 5267 49 0.0125 1.7596e-4 29.6 1.45
2 7470 73 5336 15 0.0068 2.0172e-4 24.1 0.85
3 7590 134 5209 20 0.0065 1.1547e-4 24.4 1.54
4 7580 83 5235 31 0.0059 1.7650e-4 24.3 0.95
5 7820 75 5225 16 0.0068 2.0633e-4 26.6 0.87
6 7860 110 5202 12 0.0074 1.8974e-4 27.1 1.28
7 8360 88 5228 22 0.0164 1.9295e-4 34.6 1.06

Figure 7: Fitting result for test 2 in the range 740-830 nm - CIRA
SCIROCCO test campaign

instrumental and measurement chain errors) for the
listed quantities were: ∆I = 100 A, ∆mair = 0.035
kg/s, ∆Pel = 21 kW, ∆P0 = 0.11 bar and ∆H0HB =

1.5 MJ/kg. It is extremely important to underline that
the H0AF is in the error band of H0HB for all the test
cases under investigation.

The spectral fitting was performed in the range 740
- 830 nm. The result from the spectral fitting for test
2 is reported in Fig. 7 as example. From the zoom,
it is possible to observe the satisfactory fitting of the

Figure 8: Temperature radial profiles in the plenum chamber -
CIRA SCIROCCO test campaign

Figure 9: Total enthalpy radial profiles in the plenum chamber -
CIRA SCIROCCO test campaign

oxygen triplet (although it is not completely resolved).
The results of the fittings for the entire test matrix
are reported in Table 2. RMS Emin is the minimum
of the RMSE function obtained from the fitting proce-
dure, h0(r = 0) is the total enthalpy at the centerline
and it was determined from Tcentral using CEA [17].
The measurement errors for Tcentral, ind and RMS Emin

(i.e. ∆Tcentral, ∆ind and ∆RMS Emin) were obtained in
accordance to the procedure described in [12]. The
sensitivity distribution [12] was computed for all the
test cases. A unique absolute minimum was observed
i.e. the fitting procedure results can be considered re-
liable.

The temperature radial profiles and the associated
total enthalpy profiles for the test matrix are reported
in Fig. 8 and Fig. 9 respectively. The profiles in test
cases 5 and 6 were not in agreement within the er-
ror bar for the whole radius. Therefore, according to
present results, temperature and total enthalpy were
not fully repeatable in the short term.

Once the total enthalpy radial profile is known, it is
possible to determine H0 by applying Eq. 3 [24]:

H0 = 1/mair ·

∫ Rpl

0
2πh0(r)ρ(r)ux(r)dr. (3)

where ρ(r) is the plasma density in kg/m3 and u(r)
is the velocity profile along the x axis in m/s (see Fig.
2). The plasma density profile was determined from
CEA using the temperature profile as input. Con-
versely, the velocity profile could not be determined
directly either from ARCFLO (it only provides the ve-
locity in the arc column) or OES (because of the poor
spectral resolution). Finally, H0 cannot be determined
from OES at the present stage.
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Figure 10: FFT modulus of the signal acquired from PMT - Test
case 1

4.2. PMT spectroscopy in the plenum chamber

The PMT spectroscopy was applied only for test
case 1 and 7 (the extremes) and the modulus of the
FFT transform is presented in Fig. 10 for test case 1 as
an example. The signal is normalized by the DC value
and it is plotted only up to 10 kHz, because no relevant
spectral features were observed for higher frequen-
cies. The components indicated by the arrows were
detected in the background signal as well (i.e. with
plasma off): they were probably related to the elec-
trical noise in the conditioning circuit. It is possible
to observe that no 50 Hz or 600 Hz components (plus
harmonics) were detected inside the plenum chamber
(same conclusions for the test case 7), meaning that
the capacitance filters damped them significantly. Fur-
thermore, intensity was about ∼ 2 order of magnitude
lower than the DC for all the frequency components.
Finally, the plasma can be considered temporally ho-
mogeneous within the plenum chamber and such con-
clusion is in accordance to the investigation performed
in free-stream and reported in [25].

4.3. HSC imaging in free stream

The operating conditions and the results for the test
campaign conducted in the VKI Plasmatron are sum-
marized in Table 3. Heat flux (qcw) and dynamic pres-
sure (pd) are included and their maximum measure-
ment error is ∼ 10%. The mass flow rate was fixed
to 16 g/s. The HSC imaging was applied to all the
conditions and an example of normalized standard de-
viation (σ) distribution at 200 kW for the five pres-
sure cases is reported in Fig. 11. At lower pressure
(15 mbar) the emission oscillations were transported
far in the flow. As the pressure rises, the oscillations
were increasingly damped and most of the heat and

mass transfer occurred close to the nozzle exit sec-
tion. The distances at which the three spectrometers
were looking at the plasma are indicated in Fig. 11
with dashed lines (lines 1, 2 and 3 correspond to x1, x2
and x3 distances respectively). It is worth noting that,
especially at 15 mbar, the spectrometer at x1 was look-
ing at a region with a significant fluctuations magni-
tude; i.e. the plasma could not be considered station-
ary in such region. In the subsection 4.4, the issue will
be addressed. Furthermore, the mean radiation dis-
tribution (not presented here) showed that the plasma
shrinks as the pressure rises. This resulted true for all
the power settings. Although no analysis is presented
here, the power level played a role as well: increasing
the power, the heat and mass transfer was promoted.
However, such effect was less marked than the one re-
lated to ptc.

Table 3: Test conditions matrix and results - VKI Plasmatron test
campaign

Test P ptc mair qcw Pd γre f T (x1) T (x2) T (x3) Te

kW mbar g s-1 kW m-2 Pa - K K K K
1a 120 15 16 323.94 118.14 0.1 - 5986 - 3764
1b 160 15 16 559.40 143.59 0.1 6524 6270 5974 4902
1c 200 15 16 778.44 182.78 0.1 6709 6578 6454 5238
1d 250 15 16 1054.37 231.92 0.1 - 6868 6623 5538
1e 300 15 16 1346.71 264.47 0.1 - - - 5858
2a 120 50 16 216.15 22.66 0.1 - - - 3164
2b 160 50 16 594.22 37.51 0.1 6703 6454 6236 5135
2c 200 50 16 778.31 53.24 0.1 6980 6675 6477 5381
2d 250 50 16 1061.41 77.62 0.1 - 6907 6680 5652
2e 300 50 16 1582.33 95.05 0.1 - - - 6143
3a 120 100 16 134.73 9.63 0.01 - - - 2694
3b 160 100 16 384.14 13.92 0.01 6541 6388 5958 4714
3c 200 100 16 814.00 26.43 0.01 6853 6594 6465 5720
3d 250 100 16 - - - 7110 6959 6770 -
3e 300 100 16 - - - - 7164 7041 -
4a 120 150 16 115.38 4.13 0.005 - - - 2911
4b 160 150 16 532.65 8.31 0.005 6490 6359 6108 5471
4c 200 150 16 844.09 14.80 0.005 6858 6576 6458 5933
4d 250 150 16 1175,44 29,04 0.005 6939 6792 6623 6190
4e 300 150 16 1704,80 42,29 0.005 7388 6908 6856 6761
5a 120 200 16 208.46 6.31 0.005 - - - 3342
5b 160 200 16 293.63 8.56 0.005 6500 6390 6290 3737
5c 200 200 16 859.58 13.58 0.005 6830 6628 6523 5910
5d 250 200 16 1195.20 20.94 0.005 7131 6940 6708 6241
5e 300 200 16 1696.01 37.20 0.005 7374 7198 7118 6623

The standard deviation represents a global quantity
and does not allow to study the evolution of the differ-
ent frequency components of the fluctuations. There-
fore, the comparison between the modulus of the FFT
(normalized with respect to the DC value) of the volt-
age signal and the FFT of the emission oscillations at
x1 was performed. The aim was to study the effect of
the conversion ripple against the plasma emission os-
cillations. The comparison at 200 kW is presented in
Fig. 12 for pressure cases 15, 100 and 200 mbar as
example. The conversion ripple components (50 Hz
plus harmonics and 600 Hz plus harmonics) were to-
tally transmitted into the flow for the 15 mbar case and
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Figure 11: Standard Deviation distribution of the radiation oscil-
lations for P=200 kW and mair=16 g/s. Dashed lines 1,2 and 3
represent the distances x1, x2 and x3.

Figure 12: Comparison between voltage FFT and radiation oscilla-
tion FFT at x1 for 15, 100 and 200 mbar cases. P = 200 kW

were clearly observable as emission radiation oscilla-
tions at x1. The spectral content dramatically changed
for higher pressures. The increase of pressure (i.e. in-
ertia or matter) in the test chamber acted like a low
pass filter with a decreasing cutoff frequency.

4.4. OES in free stream
The resulting temperatures at the positions x1, x2

and x3 (T (x1), T (x2) and T (x3) respectively) are re-
ported in Table 3 for all the test cases. The maximum
error on the temperature was estimated to be ∼ 80
K. The free stream temperature (Te) was rebuilt with
the above mentioned VKI code [11] starting from the
quantities in Table 3. It is important to underline that
the probe was at 445 mm downstream the exit section
of the nozzle, therefore Te must be directly compared
to T (x3).

An example of fitting result is presented in Fig. 13
for P= 200 kW and ptc=100 mbar for the three spec-
trometers (test case 3c). The fitting was performed
between 365 and 430 nm including the ∆ν=0 and -1
bands of the N2+ first negative system and the ∆ν=0
band of the CN violet system. It is worth noting that
the presence of the CN increased the fitting reliabil-
ity: the relative weight between N2+ first negative and
CN violet ∆ν=0 bands is extremely sensitive to tem-
perature. Figure 13 shows that the fitting quality was
satisfactory for the three cases (and in general for all
the test cases, although not presented here). However,
it is important to underline that the quality increases
with the pressure. It could be explained by a more
efficient damping of the radiation oscillations at the
spectrometers measuring point, inducing the plasma
to go towards a stationary condition. Finally, the LTE
assumption can be considered reasonable.

From Table 3, it is clear that no agreement exists be-
tween measured temperatures from OES and the ones
from combined probe measurements and VKI rebuild-
ing code. Such discrepancy is likely related to two
main issues. The first one was the lack of knowledge
regarding the γre f of the copper probes under differ-
ent test conditions. Depending on the static pressure
and power settings, Te has a strong dependence on the
value of γre f [10]. On the other hand, there was the ef-
fect of the radiation oscillations on the acquired spec-
tra. As already mentioned, the experimental set-up
allowed to record at a repetition rate (0.5 Hz) much
lower than the typical frequency components of the
plasma fluctuations. Therefore, the acquired spectra
were in general not representative of the average tem-
perature of the plasma flow. The resulting temperature
from the fittings T (x3) could not directly compare to
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Figure 13: Spectral fitting results at x1, x2 and x3 for P= 200 kW
and ptc=100 mbar

Te, which was obtained by actual average measures
of qcw and pd using the probes. Preliminary results
from ongoing simulations (combining OES and HSC
results) showed that the spectrometers could signifi-
cantly overestimate the actual plasma temperature. In
any case, the problem must be considered indetermi-
nate at the present stage. The next step would be
to use a time-resolved OES approach to capture the
evolution of the spectral signature emitted from the
plasma and measure the actual average temperature.
Furthermore, such approach would allow to indepen-
dently determine h0 and the γre f of the copper probe
for all the test conditions.

5. Conclusions

Optical emission diagnostics were applied for the
flow characterization of the two major European
plasma wind tunnels: CIRA SCIROCCO and VKI
Plasmatron. The general aim of the work is to improve
ground testing methodologies for Thermal Protection
Systems (TPS) characterization. Seven operating con-
ditions were tested in the SCIROCCO arc-jet facil-
ity, with a mass-averaged total enthalpy (H0) rang-
ing from 11.6 to 16.6 MJ/kg. H0 was estimated using
both a heat-balance method and an improved version
of the ARCFLO simulation code. They resulted in
agreement within error bars for all the test conditions.
Furthermore, the radiation from the plenum chamber
was analyzed using Optical Emission Spectroscopy

(OES) and Photomultiplier (PMT) spectroscopy. Us-
ing an optical path reversal OES technique, the tem-
perature and total enthalpy (h0) radial profiles were
obtained. The LTE assumption was adopted. Both
profiles resulted non-uniform for all the test cases.
Next step would be either to use simulations or ab-
sorption techniques, such as TDLAS (Tunable Laser
Diode Absorption) or LIF (Laser Induced Fluores-
cence), to determine the velocity radial profile (ux) in
the plenum chamber. Knowing h0 and ux, it would
be possible to determine H0 by spectroscopy and fi-
nally validate both the optical path reversal technique
and the LTE assumption against heat-balance method
and ARCFLO results. The PMT spectroscopy was
applied to the radiation from the plenum chamber as
well. The attention was focused on the oxygen triplet
(around 777 nm) and the repetition rate was 400 kHz.
No significant frequency components were found in
the spectrum, confirming the temporal homogeneity
already pointed out for the free stream flow [25].

High Speed Camera (HSC) imaging and OES were
applied to the free stream plasma produced by the VKI
Plasmatron Inductive Coupled Plasma (ICP) torch.
The operating conditions (25 in total) were charac-
terized by an electrical power between 120 and 300
kW and a static pressure (ptc) between 15 and 200
mbar. HSC imaging was used to point out the effect
of the AC/DC ripple from the power supply on the
plasma. The time domain analysis showed that ptc is
a driving parameter for the plasma instabilities. Fur-
thermore, The FFT analysis showed that ripple com-
ponents (50 and 600 Hz plus harmonics) were trans-
ported in the flow in different ways depending on the
pressure. The facility acts like a low pass filter with
cutoff frequency decreasing with increasing ptc. Fur-
ther investigations are ongoing. The spectra acquired
from three positions along the centerline (1.2, 2 and
2.8 times the nozzle diameter D=160 mm) where used
to measure the free-stream temperature. The LTE as-
sumption was adopted and the fitting was performed
on selected N2+ first negative and CN violet bands.
The quality of the fitting resulted satisfactory for the
test cases, meaning that the LTE assumption can be
considered reasonable. However, no agreement was
found between OES and results obtained by combin-
ing heat flux and Pitot probe measurements with the
VKI rebuilding code calculations [11]. The reason
is likely due to both lack of knowledge regarding the
reference catalycity (γre f ) of the probes and the ef-
fect of the plasma oscillations on the spectral mea-
surements. Due to the low repetition rate (0.5 Hz), the
spectrometers were only able to acquire an integrated
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spectrum over the radiation fluctuations occurring in
the plasma. The resulting temperature could not be
directly related to the average temperature obtained
through the probe. The further step would be to use
time-resolved spectroscopy techniques, such as inten-
sified camera spectroscopy or TDLAS, to resolve the
time evolution of the plasma temperature, determine
h0 and check back the γre f values.
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