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Abstract

Boilover is defined as a violent ejection of fuel due to the vaporization of a water sub-layer, resulting in an
enormous fire enlargement and formation of fireball and ground fire. Small scale field and laboratory experiments
are performed to allow a better understanding of the characteristics of the pool fire in steady conditions and at the
boilover onset.
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1. Introduction

Most of the time, hydrocarbon storage reservoirs
in process plant sites contain a water layer due to
condensation effects, drilling and transport or from
the natural composition of the oil. As the water
density is higher than most of the hydrocarbons, the
water always fall in the bottom of the tank where it is
more difficult to remove. If by accident, a fire starts at
the fuel surface, this fire progressively heats the fuel
layer and therefore the water layer. As the water is
heated it starts to vaporize and the vapor generated
ejects the fuel from the reservoir. This phenomenon,
called boilover, induces violent fuel ejections, flame
enlargement and possible formation of fireballs.

In 1995, Hua divided the Boilover phenomenon in
different steps, from the ignition of the fuel surface
to the end of the fuel burning after the Boilover
[1]. After ignition of the fuel surface and a small
induction period, the pool fire is burning in a reg-

Figure 1: Boilover principle

ular way, similar to a pool fire without any water
sub-layer; the flame is stable and the fire properties
like the burning rate or the flame size are constant.
Therefore, Hua qualified this period as quasi-steady.
During this period, the fuel layer is progressively
heating the water layer under it. Once the water layer
temperature is getting close to the boiling point, the
boilover period starts. Water bubbles develop at the
fuel - water interface, and some are ejected through
the fuel layer in the flame, emitting a typical crackling
sound. Once the water boiling is strong enough to
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push the fuel layer, the flame height increases quickly
and burning fuel is sprayed out of the tank.

Boilover experiments with diesel as fuel, at large
scales (reservoir diameter ranging from 1.5 to 6m)
have been performed by Munoz and Ferrero [2; 3; 4].
They investigated the pool fire characteristics dur-
ing the quasi-steady state, but also the change in
characteristics from the quasi-steady to the boilover
period. In an attempt to compare existing models
of pool fire characteristics during the quasi-steady
period with different scales of experiments, small
scale experiments have been performed in this study.

Garo and Hua [5; 1] performed visualizations of the
fuel and water layers and showed that bubbles appear
at the fuel - water interface, and increase in scale and
in generation rate with time up to Boilover apparition.
But very few studies are dedicated to the characteriza-
tion of the flame enlargement resulting from the pis-
ton effect. Therefore, high-speed visualization of the
flame enlargement during small scale boilover exper-
iments are also performed.

Figure 2: BABELs experimental facility

2. Experimental apparatus and technique

As boilover experiments include important flame
dimensions and fuel projections, a dedicated boilover
experimental setup, the BABELs facility, was con-
structed in beginning 2010 at the von Karman Insti-
tute. All the experiments presented in this study have
been performed in this facility. After a more detailed

description of BABELs, an instrumentation overview
is presented.

2.1. Laboratory experimental facility
BABELs is an acronym for Bleve And Boilover

ExperimentaL setup (see Fig. 2) and consists of a
cylindrical chamber of 2m diameter, and 3m high,
with round shape extremities, made out of steel with a
rated pressure of 5 bar (hydraulic test). It has 3 series
of 7 optical accesses of 0.15m in diameter, separated
by 90◦, and a door of 0.57m × 0.77m. The setup al-
lows air venting through openings in its bottom and
upper parts, the last one being ended by a vent that
can be used after each test to remove smoke from the
chamber. It also contains a ladder and a circumferen-
tial walking area at mid-height for better accessibility
of the upper optical accesses.

2.2. Experiments overview
In these experiments, the influence of the fuel layer

thickness and the ratio between water and fuel layer
thicknesses were tested. The influence of the reser-
voir diameter and material were also investigated by
using different reservoirs. Each configuration was per-
formed twice for repeatability check. The fuel used
was a mixture of Valvata Shell 460 oil (30% volume)
and diesel (70% volume). Oil was added in order
to increase the fuel viscosity (favorable condition for
boilover apparition [6]). The dimensions and material
of the reservoirs (i.e. diameter and height as the thick-
ness is fixed to 2mm in all reservoirs) and the water
and fuel layers are listed in Table 1. The glass reser-
voir was a DURAN crystallizing dish and the metal
reservoir was made with steel.

Table 1: Laboratory tests configurations

D [m] H [m] Material H f /D[−] Hw

0.08 0.045 glass 0.1, 0.2, 0.4 H f /Hw = 3
0.08 0.045 glass 0.1, 0.2, 0.4 H − Hw = 6
0.08 0.045 metal 0.1, 0.2, 0.4 H f /Hw = 3
0.08 0.045 metal 0.1, 0.2, 0.4 H − Hw = 6
0.15 0.065 metal 0.1, 0.2, 0.4 H f /Hw = 3
0.15 0.065 metal 0.1, 0.2, 0.4 H − Hw = 6

The instrumentation that have been used for the
small scale boilover experiments is presented in
Fig. 3. For each experiment, mass loss, fuel and
water layer temperatures, flame radiation and flame
visualization were monitored.
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Figure 3: Schematic of boilover experimental setup

2.3. Temperature measurement

The time evolution of the fluid temperature was
recorded at different heights from the fuel surface with
a thermocouple rake inserted in the reservoir (see Fig.
3). The rake was composed of a series of 26 type K
thermocouples of 1mm diameter, sheathed with stain-
less steel AISI310 and an isolated junction. They were
placed together inside two steel clamps of 140mm
high, 15mm long and 10mm large, with a thickness
of 2mm, acting like a vice (see Fig. 4). The position
of the thermocouples were chosen for the best space
efficiency, considering the different configurations to
be tested: with a space resolution ranging from 1 to
5mm. For the measured temperature to be indepen-
dent from the clamps, the thermocouple junction were
placed out of the support by 10mm length. The part
of the 600mm long sheathed thermocouple that was
not protected by the vice was surrounded by a silica
fiber braided spaghetti from Omerin. The thermocou-
ples were connected to extension thermocouple ca-
bles of 3m, that reached a NI9213 acquisition mod-
ule, plugged in National Instrument Compact-DAQ
NI9178 and sampled at 10Hz.

Figure 4: Thermocouple rake

2.4. Mass loss measurement

Simultaneously with the temperature, the mass loss
due to the fuel combustion was monitored by a Futek
LSB303 load cell with a maximum output of 5kg and
a resolution of 0.2g and sampled at 10Hz by using a

NI9205 acquisition module. The load cell was com-
pensated on temperature in the 15 − 72◦C range.
The load cell was fixed between two plates of 150mm
large and 300mm long, linked together with a cone-
point support. On one side of the cone, the load
cell was inserted between the two plates and on the
other side, the tested reservoir was placed on the upper
plate, made out of Bakelite to reduce the heat transfer
from the burning reservoir to the load cell.

2.5. Flame visualization and contours detection
For flame visualizations, a Panasonic NV-GS400

camera was used with a Raynox HD 3035 Pro Semi-
Fisheye. The fisheye was needed because of the strong
flame enlargement during boilover (up to 2-3m) com-
pared to the distance between the flame and the op-
tical accesses, as imposed by the design of BABELs
(1.3m). The distortion created by the fisheye was cor-
rected with Matlab algorithms of image spatial trans-
formation, based on a calibration image representing
a check-board (see Fig. 5). Flame visualizations at
boilover apparition were also performed with a Phan-
tom V7.1 high-speed camera and a 12mm objective,
using an acquisition frequency of 900Hz and an expo-
sure time of 10µs. The fisheye was also used to widen
the field of view.

Figure 5: Image calibration: Original image (left) and distorted im-
age (right) (distance between dot = 100mm)

A flame detection algorithm was developed with
Matlab Image Processing Toolbox, consisting in sev-
eral steps. First, a median filter is applied on the im-
ages for reduction of possible noise. Then, the image
intensity values are adjusted such that only 1% is sat-
urated at low and high intensities, which increases the
image contrast. This step is specially needed at be-
ginning of boilover when the flame is very intense,
and can cause halo on the images. The resulting gray
scale images are converted in binary image, using a
global image thresholding based on Otsu method [7].
The pixels on the edges of the flame are extracted by
means of the Moore-Neighbor tracing algorithm mod-
ified by Jacob’s stopping criteria [8]. The computa-
tion of flame area, length or width is then straightfor-
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ward. The definition of flame length differs, depend-
ing if the flame is taken from the steady period or dur-
ing boilover apparition. Both situations are explained
later in this article.

3. Steady burning analysis

The characteristics of a diesel pool fire during the
quasi-steady period that lasts from ignition to the
Boilover apparition are compared with models avail-
able in literature when existing. A parametric analysis
is also performed, investigating the effect of parame-
ters like the fuel layer thickness or the reservoir diam-
eter on the quasi-steady burning characteristics.

3.1. Burning rate

After ignition of the diesel mixture and a small in-
duction period needed to reach a quasi-steady state,
the mass loss becomes constant with time as fuel is
burning. The burning rate can then be computed from
the slope of the mass loss measurements. A prelim-
inary analysis of the results showed that the burning
rate is influenced by the pool diameter, material and
by the distance between the top of a vessel and the
fuel surface (called lip height).

Figure 6: Influence of lip height on burning rate

While the pool diameter effect on the burning rate
has been widely studied [9; 10; 11], few papers have
dealt with the lip height effect. In 2000, based on
an experimental campaign, Dlugogorski [12] has
showed that the relationship between the fuel burning
rate and the lip height initially follows an exponential
decline, as expressed in Eq. 1.

ṁ = ṁtexp(−αh∗) (1)

where ṁt is the burning rate when the liquid level
corresponds to the burner rim, α is a fitted parameter
and h∗ = h/D is the lip height ratio with the vessel di-
ameter [12]. The experimental burning rates confirm
the Dlugogorski correlation, as shown in Fig. 6.
A difference is also observed between the burn-
ing rates of metal and glass reservoirs. When the
material conductivity increases, the burning rate de-
creases. Indeed, keeping the pool diameter constant,
ṁt = 7.4 · 10−3kg/m2s for glass reservoir against
6.6 · 10−3kg/m2s for metal reservoir, which gives
approximately 10% decrease. This conclusion is in
accordance with the previous studies, resumed in Hall
[13].

Figure 7: Diesel pool fire burning rate for different pool diameters

Following the Hottel classification of flame
regimes, the experiments are ranged in the transition
mode, characterized by an increase of the burning rate
with the reservoir diameter [9]. The Fig. 7 presents
the ṁt values from the exponential fits of Fig. 6 for
a metal reservoir, added with previous results using
the same fuel but larger reservoir sizes (D=0.15m and
0.3m [14]). The data fit well the correlation given by
Rew [11] (Fig. 7), expressed in Eq. 2, the values of
the parameters being listed in Table 2.

ṁt = ṁ∞(1 − exp(−kD)) (2)

In 2004, Munoz has measured the burning rates of
diesel fires from 1.5 to 6m diameter, and proposed a
new correlation based on these measurements [2] (see
Table 2 for parameters values). But compared to the
present experiments, the correlation of Munoz is un-
derestimating the burning rate. This can be due to the
oil addition in small scale experiments, or to the influ-
ence of conductivity due to the smaller size of reser-
voir. But putting aside these differences, the correla-
tion of Rew shows a good agreement at the two scales
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(small scale from the current results and large scale
from Munoz [2]).

Table 2: Burning rate correlation coefficients (Diesel oil)

Author m∞ [kg/m2s] k [m−1]
Rew 0.054 1.3

Munoz 0.062 0.63

3.2. Temperature profiles
The experimental campaign allowed the measure-

ment of the time evolution of a vertical profile at the
center of the reservoir. The following paragraphs are
investigating the effect of different parameters on the
temperature evolution: the fuel layer thickness, the
water layer thickness, the reservoir diameter and the
reservoir material.

Figure 8: boilover apparition time D=80mm

The Figure 8 presents the boilover apparition time,
calculated as the time interval between ignition of the
fuel layer surface and the onset of fuel ejection by the
water boiling. The presence of the thermocouple rake
is clearly accelerating the heating of the fuel and water
layers, especially in the glass reservoir. But as the
rake is present in all the configurations, a parametric
analysis is still possible.

3.2.1. Influence of fuel layer thickness
Figure 9 shows the vertical temperature profile at

three fractions of the total time before boilover ap-
parition, for three different fuel layer thicknesses. The
fuel layer is more strongly heated as the thickness is
decreasing. The influence of the fuel layer thickness
on the boilover apparition time is linear, as observed
in Fig. 8, which is consistent with previous studies

Figure 9: Influence of H f : D=80mm, metal reservoir, H f /Hw = 3

([15; 16]).

3.2.2. Influence of water layer thickness
The Fig. 10 shows vertical profiles at three different

fractions of the time to boilover. The two experiments
presented in Fig. 10 have a fuel layer thickness of
16mm and the water layer thickness is either 23mm
or 6mm. The influence of the water layer thickness
is negligible at the beginning of the combustion, and
as the burning time increases, the cooling effect of a
thicker water layer becomes more and more visible on
the temperature profiles.

Figure 10: Influence of Hw: D=80mm, metal reservoir, H f = 16mm

But in the case of the large water layer thickness
(Hw = 23mm), the boilover did not occur; the wa-
ter layer being too thick to generate the boiling front,
causing the piston effect and therefore the flame en-
largement. As observed in Fig. 11, if the water to fuel
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Figure 11: Maximum flame area during boilover occurence

layer thickness ratio is too large, the pool fire extin-
guishes before the boilover apparition (characterized
here by the maximum flame area during boilover).
The water layer thickness effect is also visible on the
boilover apparition time (Fig. 8). For a small fuel
layer thickness, if the water layer thickness is small,
the boilover appears quite rapidly. If the water layer
thickness is large, the fire extinguishes instead of a
boilover apparition, and happens after a larger time.
And for small water to fuel layer thickness ratio, a
smaller water layer thickness decreases the boilover
apparition time.

3.2.3. Influence of reservoir material

Figure 12: Influence of reservoir material: D=80mm, H f = 32mm,
H f /Hw = 3

The Fig. 12 illustrates the influence of the reservoir
material on the fuel heating. The heating of the wa-
ter layer is similar for both materials, but the heating
of the fuel layer is a lot stronger in the glass reser-

voir. This is due to the conduction inside the walls of
the reservoir, which is more pronounced with a metal
reservoir than with a glass. This can also explain the
difference in the time for boilover apparition (see Fig.
8). As there is few conduction inside the walls of the
glass reservoir, the water layer is heated only by the
conduction and radiation propagated by the combus-
tion, which takes more time than if there is conduction
inside the walls (like with the metal reservoir).

3.2.4. Influence of reservoir diameter
The influence of the reservoir diameter on the tem-

perature profiles can be observed in Fig. 13. The ef-
fect of the diameter on the fuel and water layers is
similar than the effect of the material: there is almost
no change on the heating of the water layer as the di-
ameter increases, but the heating of the fuel layer is
stronger for the larger reservoir.

Figure 13: Influence of reservoir diameter: Metal reservoir,
H f /D = 0.4, H f /Hw = 3

This is again due to the conduction inside the walls
of the reservoir, which has a smaller effect on the
liquid when the reservoir size increases. Concern-
ing the boilover apparition time, for two diameters
of D = 80mm and D = 115mm, with the same fuel
layer over diameter ratio (H f /D = 0.4), the time in-
creases from around 850sec to 1350sec. This means
that, even if the burning rate increases with the diame-
ter (as shown in the previous section), the conduction
effect is less pronounced for a larger diameter and in-
crease the boilover apparition time.

3.3. Flame shape
Numerous studies are available in literature con-

cerning the pool fire flames characteristics; experi-
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mental studies at different scales and fuel types, but
also correlations. For each quantity, the main correla-
tions available in literature are compared with experi-
mental data extracted from the flame images recorded
with the digital camera and the fish eye.

Figure 14: Mean flame D=115mm,H f /D = 0.4, H f /Hw = 3

Pool fire flames are diffusive and the flame time
evolution is oscillatory. The flame can be decom-
posed in three regions: the base flame, the intermit-
tent flame (where the flame oscillations are visible)
and the plume region, at the top. In Fig. 14, repre-
senting the average flame during the steady burning,
the two first regions are clearly visible. The base re-
gion is represented as the small white cone appearing
in all images, and the intermittent flame is shown as
the larger grey cone. The black line at the left of the
flame is due to the presence of the thermocouple rake.
The frequency of the oscillations, controlling the rate
of air entrainment into the flame has been called the
puffing frequency by Weckman [17]. The principal
geometrical quantities that define flames from a pool
fire are the flame length and tilt. The flame tilt is only
function of the wind speed. As in this study the exper-
iments are performed in a calm environment (without
wind), only the flame length is investigated here.

3.3.1. Flame length
As explained before, pool fire flames oscillate;

the flame length is changing with time. In this
article, the approach developed by Zukoski [18],
and followed by Ferrero [4] is applied. The average
flame length is defined as the length at which the
intermittency I(L) (which is the fraction of time in
which the flame is higher than L), is equal to 0.5. The
calculation of flame length intermittency is carried
out using MATLAB, based on the processing of 999
images in the steady part of the pool fire (recorded
1 to 2 minutes after ignition). For each image, the
flame length is calculated as the distance between the
reservoir edge and the upper pixel of the flame profile.

L
D

= a(m∗)b(u∗)c (3)

m∗ =
ṁ

ρa
√

gD
(4)

u∗ =
u

( ρa
gṁD )1/3

(5)

Among the correlations that predict the flame length,
most of them show a dependency with the diameter,
the burning rate and the wind speed, in the form of
Eq. 3-5, each model having a specific set of values for
the parameters a, b and c and are resumed in Table 3.

Table 3: Flame length correlation coefficients

Author a b c
Thomas [19] 42 0.61 -

Moorhouse [20] 4.7 0.21 -0.044
Mangialavori [21] 31.6 0.58 -

Ferrero [4] 4.201 0.181 -0.082

The Fig. 15 compares the average flame length
for the different configurations tested in this study,
with previous experimental data showed by Mudan
and Ferrero [22; 4] and the correlations of Thomas
(considering no wind) [19], Moorhouse (with a coni-
cal flame shape) [20], Mangialavori [21] and Ferrero
[4]. For the measurements of this study, the burning
rates used in Eq. 4 are determined from the exponen-
tial fits following the Dlugogorski model (see Fig. 6).
The correlation the closest to the experiments is the
one of Mangialavori [21]; the correlation of Thomas
[19] showing a similar trend, but with an overestima-
tion.

Figure 15: Flame length, compared with other data and correlations
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3.3.2. Flame frequency
Following the approach of Ferrero [4], the flame

frequency is calculated from the time evolution of the
flame height. The approach of Ferrero [4] consists in
first, to smooth the signal and then to calculate the
puffing frequency as the ratio between the number of
peaks in the flame length signal, divided by the aver-
age time duration of one oscillation. But as each pool
fire configuration has its own set of 999 images, the
length of the signal used here is too long to apply the
procedure of Ferrero [4]. So another approach is to
calculate the FFT of the signal. But Henriksen [23]
has explained that, due to the turbulent nature of the
flame, the FFT is too noisy to identify clearly the fre-
quency peak. Therefore, the Burg implementation of
the maximum entropy method to calculate the power
spectrum is used, which gives a lot smoother results
than the traditional FFT approach.

Figure 16: Flame flickering frequency, compared with other data
and correlation of Pagni [24]

The Fig. 16 shows the resulting puffing frequen-
cies, compared with the correlation of Pagni [24],
which has the form of Eq. 6, the data presented by
Pagni [24] in the same article, and the data of Ferrero
[4]. The experiments of the present study show the
same discrepancy as the previous experimental data,
and follow the correlation.

f =

√
2.3
D

(6)

4. Boilover analysis

4.1. Pre-boilover burnt mass ratio
The ratio between the fuel mass burnt before the oc-

currence of boilover and the initial fuel mass is an im-

portant parameter since it provides information on the
available quantity of fuel that can be ejected during the
water boiling. In previous studies, Garo and Ferrero
[5; 3] showed that the pre-boilover burned mass ratio
(also called χ) depends both on the initial fuel thick-
ness and on the pool diameter. They presented either
an evolution of χ with the fuel thickness, or with the
pool diameter, but no attempt to combine the effect of
the two parameters was done.

Figure 17: New correlation for the pre-boilover burnt mass ratio χ

The Fig. 17 presents the pre-boilover burnt mass
ratio in function of the product of the initial fuel layer
thickness and the pool diameter. The data of the
present experiments (white points) are presented to-
gether with the previous results of Garo (using heating
oil, dark grey points [5; 15]) and Ferrero (using diesel,
light grey points [3]). The correlation in the form of a
power law (see Eq. 7) follows well the large and mid-
dle scale. A discrepancy is observed only at smaller
scale.

χ = 170.3
(
H f D

)0.1171
− 45.81 (7)

This is probably due to the influence of the wall con-
duction in the heating process of the small scale reser-
voir, which is not present at larger scales. Indeed, the
glass reservoir points of this study are following a lot
better the correlation than the metal reservoir points,
as glass is not a good heat conductor.

4.2. Flame enlargement

The major boilover hazard is the flame enlargement
resulting from the piston effect induced by the wa-
ter boiling, as observed from high-speed visualization
performed in a previous study [25]. A typical flame
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enlargement recorded with the high-speed camera is
shown in Fig. 18. The water boiling front is first push-
ing the fuel in the flames, which enhances the com-
bustion and increases the flame size to form a fireball
shape which evolves into a column. Once the water
boiling stops, the flame decreases and comes back to
its original flame size or extinguishes, depending on
the remaining quantity of fuel. If the whole fuel layer
is not participating to the flame enlargement, several
boilover can be observed.

Figure 18: Flame enlargment during boilover apparition
(D=115mm metal reservoir, H f /D = 0.2), ∆t = 0.11s between
images

The LS-PIV technique (Large Scale Particle Image
Velocimetry) that calculates the flow velocity based
on large structures instead of individual particles, can
be used by processing the high-speed flame images
with an algorithm for the interrogation of PIV images,
based on cross-correlation [26].

Figure 19: Flame velocity compared with total area (D=115mm
metal reservoir, H f /D = 0.2)

In Fig. 19, the time evolution of a vertical veloc-
ity profile at the center line of the reservoir is com-
pared with the time evolution of an horizontal profile
at about 4.6D above the reservoir, and with the total
flame area calculated with the flame detection algo-
rithm explained previously.

Once the fuel is ejected from the reservoir, both the
flame size and velocity magnitude are increasing in
a similar way until reaching a maximum flame size

Figure 20: Max area (D=115mm metal reservoir, H f /D = 0.2),
t=0.91s after Boilover onset

around t = 0.91s. The Fig. 20 shows the velocity and
vorticity fields at the time of the maximum flame area.
It can be observed in the velocity field that the move-
ment of the flame is mainly coming from the flame
center line and from the vorticity field, shear is visible
on the flame boundary.

After reaching the maximum area, the flame size
is decreasing until reaching almost its original size.
A second smaller peak is visible on the area and
velocity plots (after t = 1.5s). This is not a second
boilover but more a ground fire aside of the reservoir
created by the ejection of fuel during the boilover. In
Fig. 19, a second peak in the velocity evolution is
visible, while the flame size is decreasing. The Fig.
21, representing the flame at the second velocity peak
(t = 1.2s) shows that, even if the flame is smaller, the
upper part is moving faster than the larger flame. In
addition, the shear is increased.

Figure 21: 2nd peak of velocity (D=115mm metal reservoir,
H f /D = 0.2), t=1.2s after Boilover onset

The general correlation between the flame size
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and velocity has already been observed and different
authors have proposed a relationship between the
flame height and the Froude number which is a
measure of the relative importance of inertia and
buoyancy [27; 28; 29]. In an attempt to find a
correlation independent on fuel type, Zukoski [27]
have expressed the square root of a Froude number in
terms of the heat release rate (see Eq. 8-9 [30]).

Q̇D = V∆Hcρ f v

(
πD2/4

)
(8)

Q̇∗D =
Q̇D

ρaCpa Ta
√

gDD2
(9)

Depending on the value of Q̇∗D, the flame can be mo-
mentum or buoyancy dominated. The time evolution
of Q̇∗D is calculated for the boilover phenomenon, us-
ing as the velocity V, an average of the vertical veloc-
ity along the horizontal profile just above the reservoir.

Figure 22: Flame length evolution with non dimensional Froude
number

Before the apparition of the boilover (light grey
squares in Fig. 22), the flame height is in the buoyancy
dominated region II, dependent both on the heat re-
lease rate and the pool diameter [27]. Delichatsios de-
fines also the interval 0.23 < Q̇∗D < 1.9 as typical for
intermediate scale pool fire [31]. During the boilover
(light grey circles and diamonds in Fig. 22), the flame
height increases to the region III, where the depen-
dency on the pool diameter is negligible compared to
the heat release rate. Delichatsios defines flames with
Q̇∗D > 1.9 as buoyant jet flames [31]. This regime
is consistent with the boilover phenomenon, since the
velocity and the flame size are increasing while the
reservoir size is kept constant. In addition, an increase

of Q̇∗D is similar to an increase of the Froude number,
and therefore a stronger importance of the momen-
tum, created by the piston effect of the water boiling,
compared to the buoyancy, which is normally domi-
nant for this pool fire configuration. And when the
boilover ends, the flame comes back to the regime II,
as before the boilover apparition.

5. Conclusion

A small scale experimental campaign have been
performed, allowing the selection of the best correla-
tion from the previous studies available in literature,
for diesel pool fires of small to large scale. The fuel
burning rate for a completely filled reservoir can
be well predicted by Rew [11] and the influence of
the lip height on the burning rate, first pointed by
Duglogorski [12] has been proved. The temperature
evolution of the fuel and water layer is influenced
by the pool diameter and material, but also by the
fuel and water layer thickness. Conduction through
the walls of a metal reservoir is heating the fuel and
water layers faster, which accelerates the boilover
apparition. The conduction effect is decreased as the
reservoir diameter increases. Conduction can also
prevent boilover from happening when the water layer
is at least two times bigger than the fuel layer, acting
like a heat sink. As no hot-zone have been observed,
the boilover apparition time is increasing with the
fuel layer thickness, as already observed by Garo and
Koseki [15; 16]. Finally, the best correlation for the
average flame length is given by Mangialavori [21]
and the flame puffing frequency during the steady
period can be correctly modeled by Pagni [24].

The small scale experiments have also improved
the understanding of the flame enlargement during
the boilover period. A new model for the pre-boilover
burnt mass ratio, which is directly linked to the
boilover intensity, is proposed, which takes into
account both the fuel thickness and the reservoir
diameter. This new correlation works fine when the
conduction through the reservoir wall is limited. The
flame enlargement during boilover has been visual-
ized by high-speed camera and processed with a PIV
algorithm that allowed to compute the flame velocity.
During a boilover, the flame velocity and size are
increasing and decreasing with time with the shape
of a Gaussian. By using a dimensionless parameter
for the velocity (changed into a dimensionless heat
release rate linked to the Froude number) and for the
flame length (using the pool diameter), the buoyancy
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dominated flame typical of medium size pool fire is
turning during boilover into a jet flame, where only
the velocity of the flame is influencing its height,
before coming back to the steady pool fire flame after
the boilover.

Nomenclature

Roman Symbols
A Area [m2]
a, b, c Constants in flame length model
Cp Specific heat [kJ/kgK]
D Pool diameter [m]
∆Hc Heat of combustion [kJ/kg]
f Puffing frequency [Hz]
g Gravity [m/s2]
h Lip height [m]
H Height [mm]
k Extinction coefficient [m−1]
L Flame length [m]
m Mass [kg]
ṁ Burning rate [kg/m2s]
M Velocity magnitude [m/s]
Q̇D Heat release rate [kW/m2]
t time [s]
T Temperature [◦C]
u Wind speed [m/s]
V Vertical flame velocity [m/s]
X Horizontal coordinate [m]
Y Vertical coordinate [m]

Greek Symbols
α Constant in Dlugogorski model [-]
∆t Time interval [s]
ρ Density [kg/m3]
χ Pre-boilover burnt mass ratio [%]
ω Vorticity [s−1]

Subscript
a Air
bo Boilover onset
f Fuel
f v Fuel vapor
f lame Flame
init Before ignition
preBo Before Boilover onset
t No lip height
w Water
∞ Infinite diameter
∗ Dimensionless
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Abstract

The goal of this study is to point outthe perturbation induced by convective effect (mirage effect) on shape and
temperature measurement and to give an estimation of the error done. This work will explore the sensitivity of
several spectral bands and single wavelengths. A numerical approach is carried out and an original set up has been
build in order to investigate easily all the spectral bands of interest with the help of CCD camera (Si) or VisGaAs
camera. We will give the displacement due to the perturbation for each spectral band and finally give some hints
about how to correct it.

Keywords: high-temperature, mirage effect, natural convection, infrared, near infrared, visible, hot disk.

1. Introduction

In industries like in research center, non-contact
measurementsof the temperature and/or of the dis-
placement are often necessary. A good way to do it
is to use cameras and to observe the object whom we
want to know size and temperature. Some studies has
been done in order to use usual visible CCD cameras
(Silicium detector 0.35µm-1.1µm) to make thermal-
dimensional coupling measurements and merge usual
video data with infrared data [1]. Several advantages
to work in the near infrared to measure the temper-
ature exist, for instance, we have a good sensibil-
ity and well resolute detector and we are less depen-
dent on the unknown emissivity of metals. However,
some investigations made in this specific domain have
underlines some perturbations emphasized at high-
temperature (T≥800◦C), the standard deviation of di-
mensional measurements is multiply by 5 [2]. Nu-
merous works realized by means of camera to pro-
vide measurements have pointed out the problem of
images pertubated by refractive index gradient in the
air [3; 4; 5; 6]. We will focus in this study on per-

turbations which arise from convective effect present
around hot objects. Such perturbation can induce a
shape distortions in the visible band but also errors on
shape and temperature measurements for near infrared
and infrared bands. We choose first to focus on a sim-
ple geometry objects like a cylinder or a hot horizon-
tal disk in order to generate a reproducible convective
plume. We present here a numerical way (ray-tracing
[7]) to obtain the displacement induced by the density
variation and an experimental method to get quanti-
tative values of displacements. Because of the recent
emergence of new generations cameras with high res-
olution even in the infrared band, this work will be
carry out for several spectral bands going from visi-
ble until infrared passing by near infrared. Finally, we
will give some ideas about a strategy of correction of
pertubated images.

2. Mirage effect: description and generation

The mirage effect appears as soon as we have a re-
fractive index gradient. What we called mirage ef-
fect is when light beams do not arrive at the expected
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destination (without temperature gradient). Usually
this effect does not havea big influence on optic mea-
surement. But, if we are in presence of a strong re-
fractive index gradient, the information measured can
be wrong enough to be taken into account. In our
case, the refractive gradient is engendered by a tem-
perature gradient coming from a natural convective
plume. The convection is induced by the movement
of molecules within fluids, here the air, due to tem-
perature differences which affect the density, and thus
relative buoyancy, of the fluid. More dense compo-
nents will fall while less dense components rise, lead-
ing to bulk fluid movement. In the case of a hot object,
the convective field around it will pilot the tempera-
ture field around the object. This temperature gradient
around and above the object leads to a refractive in-
dex gradient which, if the deviation is important, can
bring big aberrations. Light distortion induced by nat-
ural convection is very frequent and can be observed
in numerous cases. The most famous one is the mi-
rage effect which occurs over a road or in the desert
when the sun is strongly hitting the ground ( Fig. 1).

Figure 1: Mirage effect principle.

Either the observed object is far(hundreds of me-
tres) and the deflection can be important even with
small gradient (20◦C of relative difference), see Fig. 2,
or the object is close to the observer (few metres
or centimetres) but the temperature gradient is much
strong (500◦C to ambiant temperature) like in the
Fig. 3.

In our case, we will focus on mirage effect occur-
ring within a short distance. It can be sometimes a
real problem when we need to know with accuracy
the shape or the temperature of a given point of the
object. We give in this work a value of the error made
when we are trying to make such measurement. In ad-
dition, the deflection induced by the temperature gra-
dient varies with the wavelength. According to the
Eq. 1 called Gladstone-Dale law [8], we can obtain
for a given temperature field and wavelength, the re-

Figure 2: Mirage effect with far object.

Figure 3: Mirage effect with object 1m far (circles are theoriginal
shape of the black disk).

fractive index distribution.

nλ − 1 = Kλ · ρ(T) (1)

whereKλ = (N · α0)/(2 · ǫ0) (2)

The Gladstone-Dale parameter K is function of
the wavelengthλ (becauseα0: polarizability of one
molecule depends onλ), ǫ0 is the vacuum permittivity
and N is the Avogadro number. We choose to work
first in the visible band, with the wavelength of the
He-Ne laser:λ =632,8nm and K=0,2256.10−3 m3/kg.
In our case, air can be taken as an ideal gas, and so:

ρ(T) = 352.86/T (3)

With combination of Eqs. 1 and 6, we establish for
the specific wavelength of an He-Ne laser:

n− 1 = 0.079· T−1 (4)

We can see in the Fig. 4 how the refractive index de-
pends on the temperature and on the wavelength. The
index of refraction decreases with the rise of temper-
ature or wavelength. However, we see that the varia-
tion of the refractive index tends quickly to a constant
value. The variation is the most important for the short
wavelength (UV and visible). Knowing that the big-
ger the refractive index is, the more the light is devi-
ated, if we look a mirage effect with a visible camera
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(or by eyes), we will see only the biggest deviation
corresponding to the shortest wavelength ofthe cam-
era (≈400nm). It means that we dont need to use an
effective refractive index for a spectral band (refrac-
tive index integrated index over the spectral band) to
obtain the displacement observed in real but only the
one corresponding to the shortest wavelength. Above
1000nm, it doesnt really matter anymore since the re-
fractive index varies very slightly. We are now able to
obtain directly from the temperature field, the refrac-
tive index distribution for a given wavelength.

Figure 4: Refractive index evolution according to the wavelength
(at 15◦C) and to the temperature ( atλ=632,8nm) [9].

The next step is now to choose a hot object able
to generate a reproducible convective effect with an
important temperature and refractive index field. We
thought first to use a vertical hot plate but issues ap-
pear quite fast about a well homogenized hot plate
and the generation of a stabilized boundary layer [10].
Our choice ended on the generation of a plume com-
ing from a hot horizontal disk. This generation of the
perturbation is interesting because is a free convec-
tion, in agreement with our context, and in addition,
such system permits to obtain both a strong displace-
ment of the lights through the perturbation and a heat-
ing element of small dimensions. Displacements ex-
pected and size of the heating element are both vali-
dated thanks to a ray-tracing method and a CFD soft-
ware (cf. section 3 ). Moreover, since the heating
element is much smaller than a vertical plate, its pos-
sible to generate very high temperature with a good
homogeneity. We present now how the design of the
set-up has been selected.

3. Numerical tool and experimental design

The heating element chosen is a hot horizontal disk
generating an axisymmetric plume. We will discuss
here which diameter it should have and the tempera-
ture necessary to have a displacement big enough to
be measured. Firstly, before to start any computa-
tion or sizing, we should verify in which regime the

flow in the plume will be. In free convection, a non-
dimensional number is used as reference to predict the
flow regime, its the Rayleigh number:

Ra= (g · β · ∆T · x3)/(a · ν) (5)

With g gravitational acceleration,β dilatation co-
efficient,∆T difference of temperature between the
air and the disk,x the characteristic length (diame-
ter of the disk),a the thermal diffusion of the air and
ν the cinematic viscosity. We want something small
enough to be easily heat up and to have a good ho-
mogeneity. If we take a disk with a diameter of 10cm
and heated up to 1200K (around the highest temper-
ature of materials met in our laboratory) we obtain a
Rayleigh number equal to 2,19.106. This means that
the flow will never reach a turbulent flow, cause the
transition limit between laminar and turbulence is de-
fined at Ra=109. With such laminar plume, we have
something easily reproducible and well established.
We can notice here that such laminar convective flow
is the case of almost all the hot objects studied in lab-
oratory (an images average can be needed in order to
override external perturbations). In addition, the big
advantage of a perturbation generated by such device
is the displacement brought throw the plume. Indeed,
an axisymmetric perturbation brings, just by its own
curved shape, a light deviation (cf Eq. 10). Moreover,
the temperature gradient in the plume is really strong
(much stronger than a jet of hot air blowing from a
pipe), and thus gives another way to deviate efficiently
the rays of light. We can now start the numerical sim-
ulation of the deflection induced by the plume. The
numerical method is described briefly in the Fig. 5.
We first need to obtain the temperature field above the
disk, to deduce the refractive index from the tempera-
ture and to include it in the ray-tracing code. We will
present in this paper only the sizing case which gives
best results. An insulator will be take into account in
the simulation in order to avoid a gradient temperature
on the disk surface during the experiment.

Figure 5: Diagram showing the main steps of the numerical method.

3.1. Computational fluids dynamics (CFD)
3.1.1. Simulation

The first step isto know the temperature field in the
plume. We will compute it with the help of a CFD
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software. The axisymmetric geometry is meshed with
Gambit then introduced in FLUENT (Fig. 6 ). The
computingis, as we showed it upper, realized in lami-
nar flow. Often, in order to facilitate the computation,
correlations are used to define the material properties
(here the air) [11]. The different correlations used in
our case are the followings:
About the density, we know that the air can be assim-
ilate as a perfect gas. The error made compared to the
exact values are in average about 0.16% in our tem-
perature scale (300K to 1300K). Thus, the correlation
used for the density is the perfect gas law:

ρ(T) = (P · M)/(R/cdotT) (6)

With ρ the density (kg/m3), P the pression, M
molecular mass, R the perfect gas constant, T the tem-
perature.// For the viscosity, the correlation used is:

µ(T) = 1,875.10−5 · (T/273)0,6386 (7)

For the specific heat:

Cp(T) = 975,3+ 0,0368· T + 2.10−4 · T2 (8)

For the thermal conductivity:

λ(T) = 0,026(T/293)0,7231 (9)

In this condition, we obtain the temperature field
around and above the disk (Fig. 7)

The size of the domain has be taken big enough
(50cmx100cm) in order to avoid any kind of border
effect. The mesh is made in order to have smaller cells
close to the disk. The number of cells in this simula-
tion is 60000 (300 vertically by 200 horizontally).

3.1.2. Results validation

The validation of FLUENT results will be carried
out in the section 4 and numerical results will be com-
pared with the experimental ones.

3.2. Ray-tracing

The ray-tracing code has been initially developed
to simulate the heating of plastic preform in the ICA.
The code has been modified for our study to be able
to make optic computations in an environment of in-
homogeneous refractive index.

Figure 6: Mesh and boundary conditions used for the simulation.

3.2.1. Preliminary validation
In order to validate theray-tracing code, we will use

a simple geometry and we will compare the numerical
result with an analytic one. The geometry used here is
a vertical plate (see details in Fig. 8 ) with a uniform
index of 3. In order to reduce a maximum errors due
to approximation, the air index will be taken equal to
1 numerically and analytically. The ray will be throw
from the original plan with a vertical angleα of 1◦ and
2◦.

With this configuration, we find analytically a dis-
placementZ of 4.654mm and 9.311mm respectively
for 1◦ and 2◦. The results obtained using the ray-
tracing code are respectively 4.654mm and 9.309mm.
The error made by the code is inferior to 0.02

3.2.2. Simulation
For the input data of the code, thanks to the

Gladstone-Dale law (Eq. 4), we deduce from the
temperature field, the refractive index field for a given
wavelength (for the example we choseλ=632,8nm).
Finally, we incorporate this refractive index field in
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Figure 7: Temperature contours obtained with FLUENT and tem-
perature profiles at different heights above the disk at 1073K.

our ray-tracing code as the Fig. 9 illustrates it.
The original plan is composed of radiating elements
located with their y and z coordinates. Each ele-
ment launches one ray perpendicularly to the origi-
nal plan. The refractive index field around and above
the disk is discretized according to the radial, circum-
ferential and axial coordinates in order to create a
large number of cells with constant refractive index
(Fig. 10). A parametrical analysis on the mesh has
been realized before in order to obtain good results
within a time not too large (the creation of 1 000 000
cells (100x100x100) leads to several days of compu-
tation [15 days exactly on our computer]). We will
choose here a mesh of 125 000 cells (50x50x50), giv-
ing a computing time of approximately 6h30 (AMD
Opterion 2GHz, 1Mo cache, 2Go Ram, on Linux-
Feodora). The error between a meshing of 1 000 000
cells and 125 000 cells is between 10 and 15% but the

Figure 8: Geometry and distances used for the validation.

time saved is consequent.

Figure 9: Diagram showing the functioning of the code and its ge-
ometry.

The transition from one cell to another isgoverned
by the Snell-Descartes law (transition between a cell
i to a cell j with n and θ respectively the refractive
index of the cell and the angle between the ray and
the normal to the cell surface):

ni · sin(θi) = n j · sin(θj) (10)

Then, when the ray goes out of the last cell, so
from the thermal perturbation, it continues his path
until the arrival plan, which the position according
to x can be adjusted to accentuate the distortion ef-
fect. Indeed, the further the screen is, the more the
deviation is. We will chose in our example a dis-
tance of 37cm. If we discretize sufficiently the orig-
inal plan and thus enough rays are launched (around

© von Karman Institute for Fluid Dynamics



Figure 10: The volume discretisation in cells.

500 000 to obtain the Fig. 11) we obtainon the ar-
rival a displacement map. The most important is to
discretize sufficiently the arrival plan because it will
affect directly the precision of the displacement. For
example, if the arrival plan is 7cmx7cm, and if we
discretize it by 1000x1000, the smallest displacement
measurable is 0.07mm but thanks to mathematic in-
terpolations we can reach much smaller displacement
(0.0001mm). The discretization of the original plan
matters mainly about the results visualization and re-
sult density. The displacement map obtained permits
to quantify the displacement of each ray between the
original plan and the arrival one. We can display either
the displacement alongy, z or the component of both
w=
√

(y2+z2). Results obtained are showed in Fig. 11.

The displacement map shows that the biggest dis-
placements are located along the vertical edges of the
disk, in the thermal boundary layer. These zones cor-
respond to the strongest temperature gradient. The
displacement on the vertical above the disk can reach
around 0.3mm and 0.14mm in the plume. Moreover,
in agreement with the Snell-Descartes law, we can no-
tice that we dont have displacement in the center of the
plume.

According to results obtained numerically with
such set-up (Table 1), and using the proper objec-
tive on the camera in order to have a field of view

Figure 11: The volume discretisation in cells.

around 10cm, we will be able to obtain displacement
big enough to be detected by the detector of the cam-
era:

3.3. Set-up design

The disk selected for the experiment has a diameter
of 9.2cm with 1cm of thickness. Its made of Inconel
600 and is heated up thanks to a resistance coiled and
welded under it. The maximum temperature reachable
(to dont deteriorate the welds) is 950◦C with a power
heating of 1300W. The heating element includes two
embedded thermocouples used for regulation and se-
curity. The disk will be surrounded of an insulator
made of mica paper impregnated with silicone resin
under high pressure and temperature. This material
has a poor conductivity (0.27W.m−1.K−1) and can re-
sist to high temperature up to 800◦C. Moreover, to
avoid any perturbations coming from the surrounding
environment, an enclosure is needed. We chose to re-
alize an enclosure with metallic plates painted in black
in order to avoid reflections on the walls (Fig. 12).
Different holes are done on its face for future exper-
iments. We can see in the Fig. 12 that the whole en-
closure has been included in a second enclosure made
of wood to avoid again perturbation coming from the
room. The plume is VERY sensible to the out coming
variation of pressure. Indeed the pressure variation in
the plume is extremely small, around 1 or 2 Pa only.

4. Characterization and tests of the set-up

4.1. Disk characterization

The first test performs on the disk was done to ver-
ify the stability in time of the temperature and the ho-
mogeneity of the disk at the surface. In order to reg-
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Type of cameras Classical Camera CCD NIR Camera IR Camera
Resolution 1392x1036 320x256 320x240
Wavelengths 200nm 400nm 632,8nm 750nm 1µm 8µm
Maximum displacement in
the plume (mm)

0,1482 0,1295 0,1267 0,1262 0,1257 0,1241

Maximum displacement
above the disk (mm)

0,323 0,2822 0,2761 0,2751 0,2739 0,2705

Plume width 3cm aboce the
disk (mm)

43,00 42,34 42,28 42,26 42,24 42,18

Table 1: Displacements expected for each wavelength and width of the plume.

Figure 12: Pictures showing the set-up inside the enclosure and the whole equipment.

ulate the disk and to supplyit in power, a PID regu-
lator and a power supply unit are used (Fig. 12). A
black paint for high-temperature is applied on the sur-
face in order to have a uniform emissivity, then is ob-
served with an infrared camera during the heating pe-
riod (Fig. 13). We set the temperature of the resistance
at 800◦C. The heating element reaches the stability
(within 0.1◦C) after a slow increase of the tempera-
ture (20◦C per min) and we get a surface temperature
with an average of 800◦C and a standard deviation of
18.4◦C (if we take a zone of interest smaller than the
whole disk, we can reach a much smaller standard de-
viation).

4.2. Plume characterization

4.2.1. Temperature
The plume obtained with this heating element is in-

vestigated by means of several methods and is com-
pared with results obtained with FLUENT. The tem-
perature inside the plume is measured by the aim of
an infrared camera. We put vertically, in the exact
middle of the plume, a sheet of paper painted in black
(of known emissivity) and we measure the tempera-
ture taken by the paper itself. The paper can be con-
sidered as a thermally thin object (Paper Biot num-
ber≈0.03≪0.1) which means that the paper will take,
in all its depth, the temperature of the fluid in con-

Figure 13: Thermogram and temperature profile of the disk and its
insulator at 500◦C.

tact. However,the problem of the diffusion appears in
this case. Indeed, we can see on the Fig. 16 that that
width of the plume is lightly longer than the width
of the numerical plume. This diffusion leads to a
plume more width and thus a maximum temperature
lower. The temperature of the disk has been fixed at
100◦C. The numerical and experimental temperature
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fields are shown respectively in Fig. 14 and 15, and a
profile done at a given height (20mmabove the disk)
is compared with a FLUENT profile in the Fig. 16.

Figure 14: Temperature field obtained with FLUENT.

Figure 15: Temperature field obtained with the infrared camera.

Figure 16: Temperature profiles 20mm above the disk obtained ex-
perimentally and numerically.

4.2.2. Velocity in the plume
Moreover, a PIV method [12] has been carried out

in order to get the velocity field inside the plume and
to validate once more FLUENT. The data comparison
is displayed in the Fig. 18 and 17.

Figure 17: Velocity field obtained with FLUENT.

Figure 18: Velocity field obtained by PIV.

If we check in the middle of the plumeat 6 cm
above the disk, we can find the value of 0.32m/s and
0.45m/s respectively for the experimental and numer-
ical results. The lower speed for the experimental re-
sult can be explained by the fact that we were measur-
ing the speed of the seeding and not of the air itself.
The ambient air was seeded with very thin drops of oil
and its certainly possible that the velocity of the drops,
cause of their weight, underestimates the velocity of
the air. However, the results obtained (with quite dif-
ficulties) show that the order of magnitude remain the
same and the velocity fields are similar (experimental
results close to the disk are very hard to obtain, thats
why the picture is sharper at the top).

4.2.3. Schlieren photography
The shape of the plume is explored as well with a

schlieren photography technique. Schlieren photog-
raphy is a visual process that is used to photograph
the fluids flow of varying density. The basic optical
schlieren system uses light from a single collimated
source shining on a target object. Variations in refrac-
tive index causes by density gradients in the fluid dis-
tort the collimated light beam. the collimated light is
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focused with a lens, and a knife-edge is placed at the
focal point, positioned to block about half the light.
In flow of uniform density this will simply make the
photograph half as bright. However in flow with den-
sity variations the distorted beam focuses imperfectly
and parts which have been focused in an area covered
by the knife-edge are blocked. The result is a set of
lighter and darker patches corresponding to positive
and negative fluid density gradients in the direction
normal to the knife-edge.
Several interferential filters has been used in order to
see if it was possible to distinguish an enlargement of
the diameter between several wavelength (cf Fig. 4)
and then to compare it with the one calculated with
the ray-tracing (Table 1). But as you can see in this
table, the width changes only of 0.8mm in the visible
band, too small to be clearly seen by the schlieren pho-
tography technique. However, if we check the aver-
age width of the plume itself over the different wave-
lengths with the numerical results we find a length in
agreement with an error of few percent with the nu-
merical results. If undisturbed, the plume will be a
steady flow whose energy transport rate is equal to the
heat transfer rate from the disk surface. Theoretically,
the plume width (at a given elevation) should decrease
with increased source strength [13]. A example of im-
age taken with this method is shown in the Fig. 19.

Figure 19: Image of the plume done with the Schlieren photography
technique (disk temperature= 650K).

5. Displacements results

To measurethe displacements induced by the
plume we will use a technique called Background Ori-
ented Schlieren (BOS) [14]. Background Oriented

Schlieren is a novel technique for flow visualization
of density gradients in fluids using the Gladstone-
Dale relation between density and refractive index of
the fluid. BOS simplifies the visualization process
by eliminating the need for the use of expensive mir-
rors, lasers and knife-edges. In its simplest form, BOS
makes use of simple background patterns of the form
of a randomly generated dots, speckle image. In its
initial stages of implementation, it was mostly being
used as a qualitative visualization method. But in our
case, thanks to a correlation software, we are able to
obtain a quantitative displacement. The Fig. 20 gives
the working of the BOS method:

Figure 20: Diagram explaining the BOS technique.

To obtain result of displacement, two images ofthe
background are recorded, one with perturbation and
one without. Then, an analysis of these images is
made in order to deduct the displacement of each el-
ement from the dot-pattern. This analyze is realized
with the help of the software VIC2D [15]. It makes
a correlation between the two pictures and gives as
result the displacement of each element in pixel along
thex direction andy direction. The displacement mea-
sured by the camera is directly linked to its distance
with the plume. The distanceZ is fixed at 30cm and
P+I at 67cm (cf Fig. 20).

5.1. Visible

The camera used is a Pike F-145B/C with Sony
ICX285 CCD sensor. The sensor resolution is
1388x1038 and works efficiently between 400nm and
800nm. We used an objective with a focal distance
of 25mm which allowed us to explore around 10cm
width in the plume few milimeters above the disk.
With such set-up and with a disk heated up to 800◦C,
we obtained the following displacement field:

The Fig. 21 shows clearly the perturbation pro-
duced by the presence of the plume created by the
hot disk. As expected, a deviation of rays of light oc-
curs on the right side (displacement in thex direction)
and left side (displacement inverse to theemphxdi-
rection) of the plume whereas the center of the plume
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Figure 21: Displacement field in the visible band (average figure
over 20 images.

keeps a displacementvery close to 0. If we com-
pute the mean of the maximum displacement over all
the pictures taken (600), we obtain a displacement of
0.27mm which is in good agreement with the numer-
ical result (Table 1). The difference between the nu-
merical and experimental results are lower than 5%.

5.2. Near infrared

For the near infrared band, we will use a XenICs
camera XEVA-FOA-1.7-320, with a InGaAs Sensor.
This sensor of 320x256 is working exceptionally in
the range of 400nm - 1700nm. We had to insert be-
tween the objective and the density variation a filter
in order to cut offthe visible spectral band. The filter
from Optosigma company cuts 100% of rays under
850nm. The focal length of the objective used in this
case, cause of the lower resolution, is 50mm which
permit to have 6cm of the plume in the field of view.
The interest zone in pixel is 290x225.

In the Fig. 22 , we can still located the center of the
plume between the two zones of positive and negative
displacements (red and blue). The lowest displace-
ment upper in the plume doesnt appear clearly with
such camera because of the weak resolution of the
sensor (even though we used a longer focal length).
But we can still distinguish easily the perturbation oc-
curring close of the disk. The two bottom corners of
the figure have to be ignored because of correlation
problems in this zone, as well as some blue and red
points in the plume, corresponding with dead pixels.
If we realize a window of interest on the plume it-
self and that we compute the average of the maximum
displacement over 600 pictures, we obtain a value of
0.24mm. This result is in agreement with the numeri-
cal one, with 12% difference.

Figure 22: Displacement field in the NIR band (average figure over
10 images.

5.3. Infrared

For the infraredmeasurement, we used a FLIR
SC325 camera. The microbolometric sensor working
between 7.5 and 14µm (and -20◦C up to+1200◦C) has
a resolution of 320x240 pixels. The objective used for
the experiment has a focal length of 30mm, giving us
the possibility to have 10cm (width) of field of view in
the plume. The background observed with the camera
in this case was different as before. We created a IR
pattern [16] thanks to a copper plate painted in black
and heated (≈250◦C) by a MICA resistance, and an
aluminum plate pierced with holes (Fig. 23). The pat-
tern is smaller than the field of view of the camera (to
short focal length or to small pattern) and thats why
the Fig. 24 is only a matrix of 175x140.

Figure 23: Pictures of the IR pattern created for the experiment.

As we can guess, the density results with suchpat-
tern is inferior than with a speckle image. Neverthe-
less, thanks to the interpolations made by the software
VIC2D, we can obtain a result quite similar. We no-
tice however somevertical bands on the pictures which
actually correspond with zones without holes. We see
on the Fig. 24 a part of the plume (around 5cmx4cm)
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Figure 24: Displacement field in the NIR band (average figure over
10 images.

with no displacement in the center andrespectively
a positive and negative displacement on the right and
left side of the plume. The displacement is slightly in-
ferior than in the previous case because the picture has
been taken a little upper in the plume. Indeed, the bot-
tom of the pattern was loosing of contrast with time
because it was getting more hot with the disk radia-
tion. The average max displacement computed here
is 0.153mm, still in agreement with the numerical re-
sults obtained in the plume. The two blue points on
the picture correspond on the screws used to hold the
aluminum plate with heating element.

6. Conclusion and perspectives

The work done here has pointed out the mirage ef-
fect phenomena in several spectral bands and we gave
quantitative information about the displacement in-
duced by the perturbation. We showed, thanks to an
original set up allowing measurement in all the cam-
eras spectral bands, that the displacement was around
0.26mm close to the disk and about half of it in the
plume. The variation of the refractive index is essen-
tially due to the temperature gradient (compare with
the wavelength) and thus the displacements observed
in any spectral bands are slightly the same. The main
problem to be able to compare the experimental re-
sults is the weak resolution of sensor in the near in-
frared and infrared spectral bands. Indeed, the cam-
era has to be far enough of the perturbation (or longer
focal length should be used) to allow a measurement
of the displacement. In our case, a strong tempera-
ture gradient and a focal length big enough gave us
interesting results. We also brought out that the dis-
placement generated by the axisymmetric plume was

predictable by our ray-tracing tool (and by the pre-
liminary use of a CFD software). Many experiments
has be carried out in order to validate the numeri-
cal method such as infrared thermography, particle
image velocimetry, schlieren photography. Although
the preliminary experiences were tending to underes-
timate the Fluent results, the final measurements with
background oriented schlieren are inclined to prove
the accuracy of the numerical method.
The next step will be to correct pertubated images and
to obtain images without perturbation coming from re-
fractive index gradient. In the case of a laminar con-
vection, the ray-tracing code can be used to predict
the deviation of each point since we know the pertur-
bation. If we don’t know the perturbation but keeps
axisymmetric proprieties, a method is in progress in
order to retrieve the 2D index refractves field from
the displacement given by the BOS [17; 18]. The
2D index refractives field is then transofrmed in 2D
axisymmetric field thanks to the inverse Abel trans-
form [19]. In the case of a turbulent flow, a statistical
approach [20] and/or treatment of images by an al-
gorithm [21; 22] seem to be more appropriate in an
attempt to correct images.
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