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Abstract

This paper presents a preliminary quantification of the influence of an upstream obstacle on the top of a main
topography. Its influence is compared to the effect of changing inlet terrain roughness conditions. A simplified
2D model is built and several inlet conditions are coupled with different upstream relief distances. The velocity
deficit and the turbulence increase are discussed. The main result is the higher influence of the inlet conditions
compared to the obstacle position.
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1. Introduction

Physical modeling in a wind tunnel is a common
tool for numerous applications like atmospheric
dispersion investigations, wind comfort assessment or
wind loads on buildings studies. In the booming wind
energy sector, wind tunnel tests can be a suitable tool
for the assessment of the wind resource, especially
for wind turbine micro-siting in complex terrain.
The simulation of atmospheric flows in the wind
tunnel requires the verification of a number of
assumptions. Taking as implicit the similarity criteria
(dimensionless numbers) described by Cermak [1],
a certain number of parameters have to be taken
into account: the Reynolds number dependence, the
modelling of the local roughness on the mock-up, the
reproduction of inflow conditions and the choice of
the modelled area.
The latter is a major parameter that drives the choice
of the scaling factor and influences all the other
parameters. The choice of the area to model is the
result of a compromise between: having a large
area in order to reproduce closely the effects of the
surroundings topographies, the limitation of the wind

tunnel dimensions (blockage) and the difficulties to
reproduce realistic flows at very high scaling factors
(model roughness, reproduction of inflow conditions,
measurements limitations).

The Alaiz site (Fig. 1) tested in the wind tunnel
[2] illustrates this conflict. The terrain is a 1130m
high mountain situated next to Pamplona (Spain);
it is a very complex terrain stretching over 10km in
the W-E direction and 8km in the N-S direction [3].
When the wind comes from the North, one of the
dominant directions, it faces a ridge before reaching
the mountain (position x = 0.75m in Fig. 1). The
ridge is around 1/3 of the main mountain’s height
and 7km upstream. An influence is expected, it is
then chosen to include it in the wind tunnel mock-up.
Giving the test section size (2m x 3m), that leads to a
very large scaling factor of 1/5300.
Experimental tests are realized at the von Karman
Institute in the 2m x 3m x 15m wind engineering
test section. Particle Image Velocimetry and hot-wire
anemometry measurements are performed along a 2D
plane parallel to the wind direction as described in
Figure 1.
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One of the main results of this study is the high
influence of the upstream ridge on the flow field on
the main mountain. Figure 1 shows the Fractional
Speed-up Ratio (FSR) over the terrain and enlightens
the important speed-down (almost -50% compared to
the inlet conditions R1) at the foot of the mountain
(R2) due to the disturbance of the upstream ridge (x
= 0.75m). Measurements show the speed-up and the
turbulence intensity at the top of the mountain very
affected by the separation occurring at the ridge. It
leads to the conclusion that the area of influence of
the flow up to the mountain is vast and must be taken
into account in the model.
On the other hand, the extreme scaling factor leads to
some difficulties in reproducing the inflow conditions.
The inlet turbulence profile provided by the VDI
guidelines [4] is hard to match close to the surface
for this scaling factor. Additionally, questions emerge
concerning the relaxation of the Reynolds number
and the surface roughness of the model.

Figure 1: Top view of the Alaiz terrain at the wind tunnel scale
1/5300 (top). Fractionnal Speed-up Ratio (FSR) at 90m over the
mountain (bottom).

Very high scales are difficult to work with, how-
ever, as shown by the study of the Alaiz mountain,
the flow field over a mountain is influenced by an
upstream ridge three times smaller and situated 7km
upstream.

This study aims at illustrating the question of

the modelled area size through a parametric study
designed to evaluate the influence of an upstream
hill on a major downstream mountain. Different
configurations will be tested by changing the distance
from the ridge to the mountain and inlet conditions.

2. Experimental conditions

2.1. Experimental set-up

For the parametric study, a suction-type wind tun-
nel is used with a 0.35m x 0.35m x 2m test section.
The velocity can be adjusted up to 35 m/s. The use of
a reduced size tunnel is an advantage for a parametric
study so that several configurations can be tested in a
short time and for limited costs.
To keep the blockage ratio below 10%, the model is
scaled down to 1/19200. At that scale, the simulation
of turbulence scales might not be respected. The ob-
jective of this model is a parametric study; results may
not be used for direct application at full scale.
The mock-up is a two-dimensional model of the width
of the test section representing the line shown in Fig-
ure 1 from point R1 to P7. The choice of a two di-
mensional model is supported by the comparison per-
formed in a previous study showing a good agree-
ment between the wind tunnel test and a 2D CFD
computation on this very same line [5]. The front
ridge is simplified to a triangular shape and can be
displaced upstream and downstream for the paramet-
ric study. In the original configuration: H = 2.5*h;
D = 24*h and h = 13 mm (Fig. 2). The wind tun-
nel is equipped for two-dimensional Particle Image
Velocimetry (PIV) measurements. Three planes are
necessary to measure all the topography but a recon-
struction of the measurements is possible for average
quantities: U, V, Iu and Iv. 500 images are acquired
and averaged for each plane.

2.2. Flow conditions

The atmospheric inflow conditions are modeled
thanks to a 1m fetch where roughness generators are
placed to simulate an atmospheric boundary layer
(ABL). Three different inlet conditions (Fig. 3) are
tested in the wind tunnel by combining surface rough-
ness (lego floor with hlego− f loor = 2mm) and Couni-
han wings (hCW = 90mm) in the following, they are
named: FP = Flate plate, LF = Lego floor and CW =

Counihan wings + Lego floor. (Fig. 3)
At the scale of 1/19200, the boundary layers represent
three different terrain roughness (Fig. 3) from slightly
rough to rough according to the VDI guidelines [4].
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Figure 2: Mock-up in the wind tunnel.

The two-dimensionality of the flow is estimated by
performing PIV planes at four locations in the Z di-
rection around the middle measurement plane. In a
+/- 20mm slice in the middle of the test section the
velocity varies by less than 0.7% and the turbulence
by less than 0.4%.
In the range of the wind tunnel velocities, measure-
ments at three different Reynolds number are recorded
at the top of the model. Taking as reference length the
front ridge height (h), it gives Re = 8300; Re = 12400
and Re = 16600. The Reynolds number dependency
decreases with increasing velocity, the maximum dis-
crepancies are at around h = 400 m with less than
3% difference in speed. The very high scaling fac-
tor may explain this dependency. The highest velocity
(20 m/s) is chosen for the tests.

3. Presentation of the results

3.1. Flow around the original configuration

When it reaches the front ridge, the velocity in-
creases and creates an over-speed at its top. On the
lee side, the flow separates and creates a recirculation
bubble (Fig. 4). This separation is generating high
turbulence and a very important velocity reduction at
the height of the ridge. The velocity recovers after the
perturbation but the flow is still disturbed, with lower
velocities and higher turbulence, when it reaches the
mountain. The behavior is very similar to the one de-
scribed on the three-dimensional model [2].
Two local quantities are used in this study: the Frac-
tional Speed-up Ratio (FSR) and the Turbulence In-
tensity Ratio (TIR), they represent the ratio of change
compare to the inlet conditions:

FS Ri =
Ui − Uinlet

Uinlet
(1)

T IRi =
Tii − Tiinlet

Tiinlet
(2)

The FSR is computed at 90m and compared with the
study at scale 1/5357 presented in the introduction. It
illustrates well the behavior of the flow around the

Figure 3: Boundary layer simulated in the test section.

ridge and the mountain (Fig. 5), the front ridge cre-
ates a speed-up followed by a strong speed-down in
the recirculation, then the speed increases again until
x = 1.25m, at this point the mountain creates a speed-
down. On the mountain, the speed is rising until the
top, where the speed-up is the highest. The mountain
speed-up is nearly 100% front the foot to the top but
due to the front ridge, it is reduced to around 50%.

Figure 5 shows the comparison between the test
in the big wind tunnel at scale 1/5 357 with a three-
dimensional model and the test presented above at
1/19 000 scale with a two-dimensional model. The
two measurements are very comparable, both in terms
of behavior (shape) and quantities; the speed-up at the
top of the mountain is very well reproduced. Discrep-
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Figure 4: Velocity and turbulence intensity fields, velocity streamlines and velocity vector field in the original Alaiz configuration with low
roughness inlet conditions (FP).

ancies appear in the recirculation after the ridge (x =

0.75m), this is most probably due to the simplification
of the geometry (2D), therefore, 3D effects are not all
reproduced. The two dimensionality of the flow in the
measurement plane was already detected by the com-
parison of the wind tunnel tests with 2D CFD compu-

tation [5] and reinforces the validity of the choice of a
two-dimensional model.

3.2. Profiles at the top of the mountain (position P4)
Figure 6 presents the results (PIV) from the para-

metric study with 5 ridge positions and three inlet
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Figure 6: Velocity and turbulence profiles for five ridge distances: 16h, 24h, 36h, 48h and 72h, and three inlet conditions: left: ”flate plate”
(FP), middle: ”rough surface” (LF) and right: ”Counihan wings + rough surface” (CW). Global views and clser look are proposed.

conditions (see section 2.2).

Two heights (a.l.g) are defined to describe the
influence of the ridge on the flow at the top of the
mountain: z = 2h and z = h/2.
The influence of the ridge is clearly enlightened by
comparing the velocity profile for the ”no ridge”
case with any of the ridge distances: the velocity is
reduced and the turbulence increased at, below and
above the ridge’s height. Concerning the Counihan
wings case, the boundary layer is not completely

measured in the PIV field so the normalization of the
velocity profile can be a problem: the velocity of the
”no ridge” case might be underestimated.

Figure 7 presents the ratio of change in velocity
and in turbulence intensity with the distance down-
stream of the ridge; the reference point is the case
without front ridge. This is a great tool to describe
the relative evolution of the values with the distance.

The effect of the ridge distance depends of the
height of comparison, at z = h/2, for all inlet condi-
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Figure 5: Comparison of the FSR at two scales.

tions, the velocity deficit, that is very high after the
separation, gradually decreases with increasing dis-
tance. In the same time, the turbulence intensity de-
creases. It can be noticed from Figure 7 that the ratio
of velocity is increasing equally for the flat-plate (FP)
and the rough surface (LF) cases. With the Counihan
wings, (CW), the velocity increases faster. Concern-
ing turbulence levels, the ridge induces much higher
perturbation for the flat-plate case than for the CW
case. For both FP and LF configurations, the tur-
bulence level decreases asymptotically to the initial
value.

At z = 2h, observations for the FP and the LF in-
let conditions are similar: the velocity decreases with
increasing distance and the turbulence increases. This
is the opposite behavior compared to the z = h/2 case.
For the CW inlet conditions, the flow follows the same
behavior as the z = h/2 case, the velocity is increasing
and the turbulence intensity decreasing with increas-
ing distance. As previously, the flow is much more
affected with FP inlet conditions than with the CW.
At a distance of d = 72.h, for z = h/2, the velocity
deficit is of the order of 3.4% for the FP and the LF
cases, it is lower for the CW case. The relative turbu-
lence increase is still important, especially for the FP
case (+28% compare to the case without hill). At z
= 2h, the velocity deficit is lower but the relative in-
crease of turbulence much higher and very dependent
on the inlet conditions.

4. Interpretation and discussions

The flow is highly affected by the ridge and a high
velocity deficit is created together with a great turbu-
lence increase. This happens at the ridge position, for
z < h through a recirculation on the lee side of the
ridge. After this, the flow recovers: the velocity and
the turbulent level, affected by the separation, tend to
come back to the inlet conditions. Flow conditions

Figure 7: Fractionnal Speed-up Ratio [%] and turbulence intensity
[%] evolution with the distance (FP = Flate Plate, LF = rough sur-
face and CW = Counihan Wings).

at the top of the mountain are then influenced by the
distance of the ridge: the further the ridge, the more
recovered is the flow when it reaches the mountain.

Above the ridge’s height, the flow experiences a
speed-up due to the relief, the wake propagates
upward creating a velocity deficit and a turbulence
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Figure 8: Tentative of a schematic representation of the evolution
of the velocity and the turbulence intensity in the wake of a hill at
two altitudes below and above the ridge’s height.

increase for z > h. After a while, the velocity and
turbulence level will then tend to come back to the
inlet flow conditions. The observations are coherent
with a recovery of the flow after the ridge separation
(Fig.8).
From the observations, an important factor influ-
encing the flow on the mountain’s top is the inlet
turbulence intensity; for the same distance, the
influence of the ridge is lower for more turbulent
inlet conditions. This parameter is, in this case,
more important than the distance from the ridge to
the mountain. The results summarized in Figure 8
presents clearly this effect: the FSR is much more
affected by the inlet conditions than by the distance
from the hill to the mountain. Indeed, the wake of the
ridge dissipates faster in a turbulent flow.

5. Conclusions and perspectives

The study underlines the two-dimensionality of
the flow around this part of the Alaiz mountain, the
1/19000 scale is a valid assumption for parametric
study. However, limitation rises when reproducing
the inlet conditions.
The parametric study shows the influence of the
upstream ridge on the flow conditions on the top
of the mountain, at 72 times the ridge height, the
FSR at h/2 is influenced by -3.5% and the turbulence
intensity is increased by 30% (ratio compare to inlet
conditions). The turbulence is the most important
quantity modified.
When changing the roughness of the inlet terrain
simulated, the influence on the flow at the top of
the mountain turns out to be more important than

Figure 9: FSR at the mountain’s top for the three inflow conditions
and the two extreme ridge positions.

changing the ridge position. This is probably due to
the faster wake recovery in more turbulent flows. The
FSR is 37% for FP, 60% for LF and 80% for CW at
h/2. The inlet condition, in this case, is a predominant
parameter to consider compared to the ridge position.

For further studies, the investigation of the wake
of simplified hills is planned with a particular focus
on the far wake flow conditions and on the influence
of the inlet flow conditions. Results can also be
compared with available linear models.
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Abstract

Nowadays, wind energy is increasing itscontribution into the energy market. Because of that, accurate predictions
of the power production are needed and thus, wind speeds need to be properly forecasted. This study thoroughly
analyzes the ability of the WRF model to reprode Offshore Boundary Layer conditions under different stability
scenarios. Results are validated against a comprehensive data base of field measurements from FINO1 platform,
including turbulent fluxes calculated with sonic anemometry as well as LiDAR wind profiling.

Keywords: Mesoscale modelling, offshore boundary layer, turbulent fluxes, wind shear, atmospheric stability,
tall wind profiles, FINO1 mast, wind energy

1. Introduction

The offshore wind capacity installed up tonow in
Europe is of almost 4 GW. Currently, almost 6 GW of
offshore wind capacity are under construction, 17 GW
have been consented by EU Member States and there
are future plans for a further 114 GW. Therefore, it is
expected that during this decade, offshore wind power
capacity will grow tenfold to reach an estimated in-
stalled capacity of 40 GW for 2020 [1]. In order to
make such a development feasible, mesoscale models
play a key and promising position both for the opti-
mization of the location of wind farms (wind resource
assessment) and for the daily energy production once
the wind farm will be in operation (short term fore-
casting).

Up to now, evaluation of wind resource assessment
models at the offshore mast FINO1 was limited by the
constraint in the height of the measurement mast (100
m). Nowadays, 5 MW wind turbines are typically
operating in offshore wind farms, like is the case of
the recently installed Alpha Ventus wind farm nearby

FINO1. In that situation, the ability of mesoscale
models to forecast “tall” wind profiles needs to be
properly addressed as well as its applicability for wind
energy purposes.

In the offshore environment, special attention has to
be paid to the role of atmospheric stability. The atmo-
spheric stability yields to notably different shear con-
ditions and thus different velocity distributions across
the rotor swept area, which dramatically influences,
among others, the power production and fatigue loads
on the wind turbine.

The effect of the vertical mixing due to turbulence
in the planetary boundary layer (PBL) is not explic-
itly resolved by mesoscale models. Such models pa-
rameterize this effect employing the so-called closure
techniques based on gradients of resolved quantities.
For some applications, such as wind energy, where
the near-surface atmospheric processes are crucial, the
choice of PBL modelling becomes an important issue
and thus, needs to be carefully analyzed.

In the present study, the ability of different turbu-
lent flux parameterizations in the Weather Research
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(a) (b)

Figure 1: Research platform FINO1. (a) General view of the mast.
(b) Detailed view of a sonic anemometer.

and Forecasting model (WRF-ARW) to account for
the atmospheric stratification is thoroughly evaluated
at FINO1. For the first time, we took advance of the
recent LiDAR measurement campaign carried out at
FINO1 up to 250 m height, encompassing the rotor
area of the tallest wind turbines, in order to accom-
plish this objective. All this information allowed us
to perform a complete validation based on turbulent
fluxes and surface stability parameters, as friction ve-
locity, u∗, heat flux,< w′θ′ >, and Obukhov length,
L (derived from sonic anemometry) and on tall wind
profiles measured with LiDAR.

2. Field measurements

The German research platform FINO1 is located
45 km off the Borkum Island (lat. 54◦0.87’N, lon.
6◦35.24’E) in the North Sea and is in operation since
2003 (Fig. 1a). In the present work, measurements
from one year period (Jan. 2010 - Dec. 2010) in-
vestigated by [2] are used. Sonic anemometer data
(Fig. 1b) at 40 m, 60 m and 80 m were used to derive
turbulent fluxes of momentum and heat (10 Hz sam-
pling) while slow profile response sensors (10 min av-
erages): wind speed (cup anemometers), wind direc-
tion, relative humidity, air pressure and temperature,
are mainly used for data processing.

In addition, a ground-based pulsed LiDAR system,
the so-called “WindCube”, developed and manufac-
tured by the French company Leosphere has been used
in this study [3]. The LiDAR system was positioned
on a container roof at approximately 10 m distance to
the north-west of the offshore research mast FINO1
and performed continuous measurements from July
2009 to February 2010, scanning the wind profile up

to a height of 250 m. This LiDAR has been proven to
be applicable for wind speed and wind direction mea-
surements by comparison against other velocity sen-
sors [3; 4].

Once turbulence fluxes of heat and momentum are
calculated, the atmospheric stability as described by
the Monin-Obukhov Similarity Theory (MOST) was
computed based on the Obukhov length,L (Eq. 1).

L = −
θu3
∗

gκ < w′θ′ >
, (1)

whereu∗ is the friction velocity,< w′θ′ > is the heat
flux, g is theacceleration due to gravity,κ is the von
Kármán constant (equal to 0.40) andθ is the potential
temperature. Angle brackets denote ensemble aver-
aged values.

Stability Regime zL−1 [-]
Very Unstable -4≤ zL−1 ≤ -0.2

Unstable -0.2< zL−1 ≤ -0.04
Near Neutral -0.04< zL−1 ≤ 0.04

Stable 0.04< zL−1 ≤ 0.2
Very Stable 0.2≤ zL−1 ≤ 4

Table 1: Limiting values ofzL−1 for the four stability classes in
which the data is grouped (forz=40 m).

According to the values ofzL−1, the data has been
grouped into different stability classes according to [5]
(Table 1). From the developed database, long periods
corresponding to each stability class has been chosen
and simulated with WRF, as is shown in the upcoming
sections.

3. WRF model setup

In this study we use the Numerical Weather Pre-
diction model of the National Center for Atmospheric
Research in USA (NCAR): Advance Research WRF-
ARW v3.2. WRF-ARW is a conservative finite differ-
ences model that solves the unsteady non-hydrostatic
compressible Euler equations [6].

Our computational domain is composed by 4 do-
mains centered over FINO1 platform. The parent do-
main has a horizontal grid spacing of 27 km and cov-
ers an approximate surface of 3000 km2, including
most of Europe. Grid spacing is refined progressively
by a factor of 3 through three nested domains until
1 km resolution is achieved for the most inner one,
which covers approximately 100 km2. On the vertical
coordinate, 46 levels are placed. Grid spacing is of
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Figure 2: WRF domain configuration. The horizontal resolutions of
the four domains are 27 km, 9 km, 3km and 1 km, from the parent
to the most inner domain, respectively. Color bar indicates surface
elevation in meters.

10-20 m up to 300 m height to accurately resolve the
lower part of the boundary layer. Above, grid spac-
ing is progressively stretched in order to reduce the
computational cost. Interactions of the meteorological
fields between the domains are accounted for by two-
way nesting. The domain configuration is shown in
Fig. 2. The timestep is consistently reduced from the
parent domain to the most inner domain in order to re-
spect numerical stability constraints (CFL<1). WSM
3-class simple ice scheme microphysics, rapid radia-
tive transfer in the longwave, the Dudhia shortwave
scheme, NOAH surface scheme and cumulus Kain-
Fritsch scheme (not applied into the two most inner
domains) were used. Each PBL parameterization is
tied to a particular surface layer scheme [6], all of
them based on Monin-Obukhov similarity theory [7].

The parent domain is initialized and 6-hourly
forced at the boundaries by meteorological fields de-
rived from the NCEP Climate Forecast System Re-
analysis data, CFSR [8], with a horizontal resolution
of 0.5o x 0.5o. The first 24 hours are discarded as spin-
up time of the model and subsequent forecasts are
considered in order to devolop the proper mesoscale
spectum [9].

Previous studies have already shown that the pa-
rameterization of the vertical mixing in the PBL
plays a major role on the vertical structure of the
wind profile [10]. To account for that, five differ-
ent PBL schemes have been tested. One first or-
der scheme: the Yonsey University (YSU [11]), and
four one-and-a-half order (or TKE closure) schemes:
Mellor-Yamada-Janić (MYJ [12]), Mellor-Yamada-

Nakanishi-Niino (MYNN [13]), Quasi-normal Scale
Elimination (QNSE [14]) and Bougeault-Lacarrère
(BouLac [15]). The differences on the order of clo-
sure are briefly described in the next section. The ef-
fect of other model parameters as: number of nested
domains, horizontal resolution, physical parameteri-
zations, etc., was investigated so the setup proposed is
optimized regarding the conditions at FINO1.

4. Turbulence closure techniques

The turbulent fluxes from momentum, heat and
other species in both first and one-and-a-half order
closure techniques are formulated similarly [16].

< w′φ′ >= −Kz

(

∂φ

∂z
− γ

)

, (2)

whereφ is a prognostic variable. This kind of mod-
elizationis known as gradient transport theory or K-
theory. The termγ represents the non-local mixing
due to larger convective eddies and it is included or
not depending on the scheme.Kz is the eddy diffu-
sivity coefficient, which sometimes has different for-
mulations for momentum and heat. The manner in
which Kz is computed introduces the differences be-
tween first and one-and-a-half orders. In first order
closure techniques (YSU) the eddy diffusivities are
calculated in the following way:

Kz (z) = ψ
(

zL−1
)

· z ·
(

1−
z
h

)2
, (3)

whereh is the boundary layer height,L is the Obukhov
length and ψ

(

zL−1
)

is a function of stability based
on the nondimensional profile functions of heat and
momentum [17]. The one-and-a-half order schemes
solve an additional prognostic equation for the tur-
bulent kinetic energy,q, and the parameterization of
fluxes depends onq, on the master length scale,l, and
on the flux Richardson number,Ri.

Kz (z) = χ (Ri) · l · q0.5. (4)

The diagnostic equations to obtainl andχ(Ri) differ
from MYJ, MYNN and QNSE. In BouLac scheme
the stability function is considered as a constant co-
efficient.

5. Surface fluxes

In the WRF model, turbulent fluxes for momentum,
heat and moisture at the surface are computed based
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on Monin-Obukhov Similarity Theory, as previously
introduced. They represent the linkage between the
surfaceand the atmosphere and provide lower bound-
ary conditions for the integration of the PBL schemes.
The momentum flux is parameterized based on the
square of the friction velocity as showed by Eq. 5:

τs = u2
∗ → u∗ =

κU1

ln (z1/z0m) − ψm
, (5)

where the subscript 1 stands for the conditions at
thefirst grid point in the vertical coordinate (∼10 m)
andz0m is the roughness length for momentum (here
modeled for offshore conditions using the Charnock’s
equation:z0 = αcu2

∗/g). Regrouping the terms from
Eq. 5 it can be easily shown that the momentum flux
depends on the square of the wind speed at the first
grid point. For the sensible heat flux, a similar expres-
sion is used.

< w′θ′ >s= −CHU1 (θ1 − θs)

→ CH =
κu∗

ln (z1/z0h) − ψh
, (6)

whereθs is the sea surface temperature andz0h is the
roughness lengthfor heat. In this case the parameter-
ization of the sensible heat flux depends on the prod-
uct of wind speed and the∆θ. Furthermore, there is
a dependency on the momentum flux via the surface
exchange coefficient for heatCH.

Surface fluxes of momentum and heat are com-
pared on Fig. 3. The numerical results correspond to
MYNN scheme since similar conclusions are drawn
for the other PBL parameterizations. Friction veloc-
ity (Fig. 3a) is overestimated by WRF for the whole
range of measurements. Indeed, a decrease on the mo-
mentum flux with height is expected when being out
of the surface layer. So this effect explains the lower
level of u∗ measured at 40 m. In the case of sensi-
ble heat flux, WRF predicts higher values both for un-
stable and stable conditions. The bias is not constant
anymore and it grows with< w′θ′ >.

In order to evaluate the ability of WRF to fore-
cast surface stability in offshore conditions it is wor-
thy to compare the Obukhov length. This comparison
is shown in Fig. 4. Despite of the fact that similar
trends were obtained foru∗ and< w′θ′ >, combi-
nation of the two trends could produce rather differ-
ent results. Under unstable atmospheric stratification
(L−1 <0), the overestimation of both momentum and
heat fluxes by the numerical model have opposite ef-
fects onL−1. Simulated values ofu∗ tend to reduce
the magnitude ofL−1 whereas< w′θ′ > contributes
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Figure 3: Two-dimensional histogram ofFINO1 against WRF data
(bar indicates number of data points). WRF values correspond to
MYNN scheme and fluxes are 30 min averaged in all the cases.

to enhance it. For near-neutral conditions and moder-
ate instabilities, competition of both effects yields to
a slight overestimation of the inverse of the Obukhov
length.

For stronger instabilities, the presence of higher
values of heat flux dominates and the overestimation
of L−1 grows. In the case of stable stability (L−1 >0),
the values for the selected periods are lower com-
pared to the ones measured for the convective sce-
narios. This gives more weight tou∗ and thus,L−1

is underpredicted. For stable conditions the results
from the five PBL parameterizations differ the most.
It can be observed that QNSE (Fig. 4b) gives the best
agreement with FINO1 measurements and, by con-
trary, BouLac (Fig. 4c) reproduce the lowest values
of L−1. For all the range ofL−1 values, MYNN is the
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scheme which produces closer results to the field data
(Fig. 4d).

In general terms, it is confirmed that WRFforecast
a neutralization of the stable stratification and a rein-
forcement of the instability for neutral and convective
stability. Those effects create a displacement of the
probability density function ofL−1 from positive to-
wards negative values.

6. Vertical structure of the wind profile

All the numerical results presented in the previous
section in terms of surface fluxes are derived from
Monin-Obukhov similarity theory. For the rest of the
profile, the influence of turbulent mixing on the wind
speed profile is determined by the PBL tendencies,
briefly described in Sec. 4. In order to analyze the
performance of the PBL schemes, FINO1 profiles ob-
tained from a combination of sonic anemometers and
LiDAR data up to 250 m are considered. The obtained
results are shown in Fig. 5 in terms of mean shear
(referenced to the wind speed at 40 m,U40m). It can
be noticed that, as expected, the shear increases dra-
matically from very unstable conditions, in which it
is much reduced or non-existing (0.2 ms−1 at 250 m),
up to stable stratification, where the shear reaches its
maximum amplitude (3.5 ms−1 at 250 m). Most of
the time, the PBL schemes are not able to reproduce
as much shear as it occurs under stable conditions.
QNSE outperforms the others and BouLac and YSU
produce the highest bias. The difficulties of YSU and
BouLac schemes to reproduce stable profiles of wind
speed are due to an excessive mixing.

This enhancing of the turbulent mixing in the lower
part of the boundary layer produces a important reduc-
tion of the wind shear. This problem of the BouLac
scheme is due to the assumption of constantχ(Ri) in
Eq. 4. The lack of link with stability, through the
Richardson number, makes it fail under stable con-
ditions. Better agreement was found under neutral
and convective conditions most probably because the
coefficient is more suited for such stability regimes
[10]. The failure of YSU is attributed by [10; 18]
to an excessive mixing during stable stratified con-
ditions [19]. Similar behaviour was found for YSU
in onshore studies carried out by [20], forecasting
neutral conditions most of the time independently on
the atmospheric stability. For neutral conditions (Fig.
5b), MYNN and QNSE match the FINO1 data up
to 170 m. Above, MYNN deviates slightly. Again
YSU and specially BouLac schemes are the most dif-
fusive while MYJ does not show noticeable modifi-
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Figure 6: Averaged shear RMSE over the rotor swept area for a 5
MW wind turbine (40-160 m).

cation from stable stratification. For the convective
atmosphere (Figs. 5c-d), WRF simulations generates
higher shear and the bias decreases for larger values
of L−1. The root-mean-square error (RMSE) of the
wind shear as a function of stability has been plotted
in Fig. 6. These values correspond to the average
over the rotor swept area of a 5 MW wind turbine,
as the ones installed in the nearby wind farm Alpha
Ventus. This allows us to obtain an equivalent shear
RMSE which would be “seen” by the typical wind tur-
bines operating offshore nowadays. The results from
the mean shear profiles are reflected in Fig. 6. The
shear RMSE is maximum for stable conditions and
shows the largest spread among the five PBL schemes.
BouLac has an error of almost 1.4 ms−1 and QNSE
and MYNN drop up to about 0.9 ms−1. There is a
step reduction towards neutral conditions (∼0.4 ms−1)
with higher errors for MYJ and BouLac. In convective
conditions the errors continue decreasing and reach
its minimum for very unstable stability (∼0.2 ms−1)
except for MYJ, which has the highest errors for all
the unstable range and remains almost constant (∼0.35
ms−1).

7. Conclusion

Five WRF Planetary Boundary Layer formulations
were compared against field observations at FINO1
platform. Four nested domains allowed us to perform
high resolution mesoscale simulations with grid spac-
ing of 1 km in the most inner domain. Different sta-
bility scenarios were selected based on measurements
of L−1 from the closest sonic anemometer to the sur-
face. The observational database was composed of
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Figure 4: Two-dimensional histogram ofFINO1 against WRF data for the inverse of the Obukhov length,L−1 (bar indicates number of data
points).
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Figure 5: Mean wind shear profiles,∆u = U − U40, grouped by stability.
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combined sonic anemometers and LiDAR wind mea-
surements in order to have both thebest spatial cover-
age possible and including turbulent flux information.

Results concerning turbulent fluxes showed a con-
stant overestimation ofu∗. For < w′θ′ > the errors
are larger for higher values of< w′θ′ >. In terms of
L−1, a displacement of the probability density func-
tion of L−1 from positive towards negative stabilities
was found.

WRF wind shear was evaluated at tall heights
where 5MW WT operates and beyond, by using a Li-
DAR measurement campaign carried out at FINO1.
In general terms, convective boundary layers present
lower errors which increase withL−1 and with height.
The shear is underestimated for stable stratification,
especially for YSU and BouLac schemes, which are
too diffusive.

Some differences were found between surface and
profile stability indicating that vertical mixing formu-
lation can differ from surface forcing features. From
all there results here presented, we conclude that
MYNN and QNSE are optimum to reproduce the off-
shore environment corresponding to open sea condi-
tions for wind energy purposes, having considered
surface turbulent fluxes and tall wind speed profile
data for validation.
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